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Abstract. We can say that music in general is an indispensable spiritual food in human life.
For Vietnamese people, folk music plays a very important role, it has entered the minds of every
Vietnamese person right from the moment of birth through lullabies for children. In Vietnam, there
are many different types of folk songs that everyone loves, and each has many different tunes. In order
to archive and search music works with a very large quantity, including folk songs, it is necessary
to automatically classify and identify those works. This paper presents the method of determining
the feature parameters and then using the Convolution Neural Network (CNN), Long-Short Term
Memory networks (LSTM), and Convolutional Recurrent Neural Network (CRNN) to classify and
identify some Vietnamese folk tunes as Quanho and Cheo. Our experimental results show that the
average highest classification and identification accuracy are 99.92% and 97.67%, respectively.

Keywords. Identification, classification, folk songs, Vietnamese, Cheo, Quanho, CNN, LSTM,
CRNN.

1. INTRODUCTION

With the explosion of the Internet, music stored and transmitted digitally (hereinafter
referred to as digital music) are becoming more and more popular in life of human. Today,
owning thousands of music tracks is common for individuals and they can build their own
music library using music management software. The manual classification and labeling
method required a lot of time, patience and was very confusing, making it impossible to
keep up with the development of digital music. Therefore, the requirement is that music
labeling/classifications must be done automatically.

There have been many studies using traditional machine learning algorithms such as
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KNN [1,2], HMM [3-5], GMM [6-8], SVM [9, 10],... to classify music by genre. However,
with the architectural boom of artificial neural networks over the past decade, especially
CNN (Convolutional Neural Network), it has been very effective in areas such as image
recognition [11-13] and natural language processing. With that, the huge data explosion
in all sectors, combined with the incredible development of high-performance computing
hardware systems (GPU - Graphics Processing Unit), has made neural networks more and
more widely studied and applied in many fields of life.

The success of CNN in the field of image recognition has inspired researchers in the
field of MIR (Music Information Retrieval), especially the music genre classification. In the
music signal, the spectrum of the music signal is also considered an image, it contains full
information about the time, frequency and amplitude of a track. Therefore, it is entirely
possible to use neural networks to classify musical genres and this is considered a new solution
compared to the traditional methods mentioned above. In this paper, we propose to use
CNN, LSTM and CRNN to classify two folk music genres, namely Cheo and Quanho, and
identify some tunes in each of these folk music genres.

The remainder of the paper is organized as follows. An overview of relevant studies is
presented in Section 2. Section 3 presents the feature selection method and the used model.
Results and discussion are presented in Section 4, the final section is our conclusion.

2. RELATED WORKS

Initiation of research on music classifications was carried out by Matityaho and Furst [14]
in 1995. In their publication, the authors used a neural network-based model to classify two
genres such as classical and pop in 8 works of music by Mozart and Tchaikovsky. In the
following years, the number of publications in this field was not much, and it was until
October 2000 that the International Symposium on Music Information Retrieval (ISMIR)
was held for the first time. The first has attracted many researchers interested in this field.
Table 1 [15] shows information about venue and years of the ISMIR conference.

Along with ISMIR, MIREX (Music Information Retrieval Evaluation exchange proposed
at ISMIR 2005) is also held annually to promote advancements in the MIR field, and to
evaluate systems and algorithms in this field. It is managed by the International Music In-
formation Retrieval Systems Evaluation Laboratory (IMIRSEL) at the University of Illinois,
Urbana-Champaign city, Chicago. By 2002, Tzanetakis and Cook [16] completed the first
genre-based music dataset called GTZAN containing 1000 30s excerpts of 10 genres (blues,
classical, country, disco, hiphop, jazz, metal. , pop, reggae, rock). This is considered to
be the first public dataset used for classifying music by genre and is the most used in the
articles published in this field [15].

Since the inception of Tzanetakis and Cook’s research [16], genre classifications have
become a hot topic in the MIR community [17-19]. According to Sturm’s [20] statistics (up
to 2012), the number of published articles in the field of music genre classification is about
500 articles. However, classifying music genres is still a very difficult problem, as boundaries
between different genres can be very blurred. On the other hand, the concept of the genre is
still unclear, ambiguous, highly dependent on human emotions and perception [21]. Figure
1 is the statistics of articles published in the field of Music Classification by Genre (MCG)
of Sturm [20] as of 2012.
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Table 1: Time and venue for annual ISMIR conferences

Conferences Y ears Venue

ISMIR 2020 2020 | 11-15 October 2020, Montreal (Canada)

ISMIR 2019 2019 | 4-8 November 2019, Delft (Netherlands)

ISMIR 2018 2018 | 23-27 September 2018, Paris (France)

ISMIR 2017 2017 | 23-27 October 2017, Suzhou (China)

ISMIR 2016 2016 | 7-11 August 2016, New York City (USA)

ISMIR 2015 2015 | 26-30 October 2015, Malaga (Spain)

ISMIR 2014 2014 | 27-31 October 2014, Taipei (Taiwan)

ISMIR 2013 2013 | 4-8 November 2013, Curitiba (Brazil)

ISMIR 2012 2012 | 8-12 October 2012, Porto (Portugal)

ISMIR 2011 2011 | 24-28 October 2011, Miami (USA)

ISMIR 2010 2010 | 9-13 August 2010, Utrecht (Netherlands)

ISMIR 2009 2009 | 26-30 October 2009, Kobe (Japan)

ISMIR 2008 2008 | 14-18 September 2008, Philadelphia (USA)
ISMIR 2007 2007 | 23-30 September 2007, Vienna (Austria)

ISMIR 2006 2006 | 8-12 October 2006, Victoria, BC (Canada)
ISMIR 2005 2005 | 11-15 September 2005, London (UK)

ISMIR 2004 2004 | 10-15 October 2004, Barcelona (Spain)

ISMIR 2003 2003 | 26-30 October 2003, Baltimore, Maryland (USA)
ISMIR 2002 2002 | 13-17 October 2002, Paris (France)

ISMIR 2001 2001 | 15-17 October 2001, Bloomington, Indiana (USA)
ISMIR 2000 2000 | 23-25 October 2000, Plymouth, Massachusetts (USA)
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The previously published studies on music classification were mainly based on content
and using traditional tools such as KNN [1,2], HMM [3-5], GMM [6-8], SVM [9,10], Decision
Tree [22]..., where the analysis of musical structures from sound is the decisive factor for a
labeled genre of music [17,21,23]. In recent years, deep learning models have been widely used
in the realm of musical classification by genres [24—28]. The research in [25] has shown that
the neural network algorithms are more effective than the traditional algorithms previously
done in the field of music classification by genre.

In the Zalo AI Challenge 2018 contest [29] held by the Vietnamese AI community, Dung
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Nguyen Ba’s group of authors won the first prize in the field of recognizing Vietnamese songs.
The dataset of 867 files of 10 Vietnamese genres was broken down by the authors group,
extracted the sound spectrum, then converted into images and finally used Deep Network for
analysis, gave the highest recognition results, reaching the accuracy 70%. In [30] we built a
RAN (Residual Attention Network) model and tested on this dataset; the results improved
the recognition accuracy rate to 71.7%.

Vietnam is a multi-ethnic, multi-lingual country with 54 ethnic groups and more than
90 different languages, so Vietnamese folk music has an extremely rich number of genres
[31]. In studies [31-34], the GMM model was used to identify Cheo and Quanho melodies.
The highest average accuracy rates were 85.6% for the identification and 93.8% for the
classification test. In fact, the GMM model proved to be effective in many different fields
such as speaker recognition [35], emotion recognition [36], dialect identification [37],..., and
there have also been studies using GMM model to identify music genres [6,8]. The advantage
of the GMM model is that it does not take much time to compute, and the data does not
need to be very large for the algorithm to converge. Research results in [31] showed that
with a short excerpt of a tune, GMM also gave convergent results. The application of the
deep neural network models was previously difficult due to technological limitations. In this
paper, with the desire to improve recognition accuracy in terms of available GPU, we will
use ANN and deep learning to classify Cheo and Quanho genres and identify some Cheo and
Quanho tunes.

3. METHODOLOGY

3.1. Data collection

The data used for our experiments includes 2 datasets of Vietnamese folk music, namely
Cheo and Quanho, each dataset contains 25 Cheo or Quanho tunes. Quanho’s dataset is
supplied by Kinh Bac Quan Ho Cultural Center - Bac Ninh province, while Cheo’s dataset is
selected from various sources on the Internet. All data has a sampling frequency of 16 kHz
and 16 bits/sample. The total capacity for the Cheo’s dataset is 457 MB, and the Quanho’s
dataset is 446 MB.

This is the dataset that we have used in previous studies [31,34]. The experiments for
Cheo and Quanho classification and identification using the GMM model were published
in [34]. In [31], the experiments of Cheo and Quanho identification are based on short
excerpts using GMM and i-Vector.

Quanho and Cheo classification problems in our research belong to supervised learning
and not to semi-supervised learning. In our problem, the data is all labeled, so we do not
use unlabeled data as in the case of semi-supervised learning. On the other hand, in fact,
there are New-Old combined forms (Tan Co giao duyen) such as the combination of Cai
luong (Vong Co) and neo-music. However, in fact, to our knowledge, data combining Cheo
and Quanho or combining Cheo, Quanho with neo-music exists very rarely or even does not
exist. Therefore, this issue was not posed in our study.

For the experiments in this paper, data augmentation is applied by dividing each file in
the dataset into two 10-second files. The division of each Quanho tune into two halves only
means that it is still Quanho, but these two halves are different in terms of lyrics and the
melody is not identical. Therefore, the result of this division can also be seen as we have two
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different data but still belong to Quanho and not another folk song genre. The same goes
for dividing a Cheo tune into two halves. Therefore, the file number of each tune will be 40
files and each dataset will contain 1000 files. The total number of files on the dataset used
for our experiments is 2000 files.

3.2. Feature extraction

We use the LibROSA [38] API to analyze and extract features from experiement data.
LibROSA is a package in Python, developed for audio and music analysis. Selected features
include 157 mel spectrum coefficients and 26 other parameters (pitch (1), tonnetz (6), spectral
contrast (7), and chroma (12)).

In the field of sound processing, the mel spectrum coefficients are typical characteristics
of the different frequencies present in the signal. In music signals, in addition to the inherent
characteristics of sound, it also has a number of other characteristic parameters such as pitch,
tonnetz, spectral contrast and chroma.

Pitch reflects the bass or the treble of the perceived sound, each sound is emitted with
a fixed frequency. The pitch of the sound depends on these frequencies, the higher the
frequency of the sound, the higher the frequency of perceived sound will increase and vice
versa.

The tonnetz concept was first described by Leonhard Euler in 1739 [39,40]. It is a
layout of notes in music (which can be called a grid or a graph of notes), which shows the
relationship between notes and is often used in harmony.

Spectral contrast is the difference between the peak of the spectrum and the concave
region of the spectrum in each sub-band. In music signals, the peaks of the spectrum corre-
spond to the harmonic components, and the depression of the spectrum corresponds to the
non-harmonic (or noise) components. This feature, therefore, reflects the relative distribu-
tion of harmonic and non-harmonious features in the spectrum. The MFCC (Mel Frequency
Cepstral Coefficient) characteristics obtained by being based on the mean spectrum distri-
bution are not sufficient to represent the characteristics of the musical spectrum. Research
in [41] when testing five types of music (Baroque, Romantic, Pop, Jazz and Rock) using
spectral contrast feature showed that, the average accuracy rate was 82.3%, compared with
74.1% when using MFCC.

Music is a continuation of sounds that are chronologically organized. Chroma-based [42]
features are a powerful tool for music analysis. Every chord recognition process relies on
some kind of chroma representation [43-46]. Hence, chroma-based features are a powerful
tool in retrieving sounds based on content such as cover song identification [47,48], audio
matching [49-51] or audio hashing [52,53].

For our experiments, the extracted feature parameters are divided into 2 sets of param-
eters. The first parameter set (S1) includes 157 mel spectrum coefficients and the second
parameter set (S2) consists of the parameter set S1 and an additional 26 coefficients as shown
in Table 2. The number of frames for each file (10s) is taken as the number of parameters,
i.e., equal to 157 frames (S1) or 183 frames (S2). So, the corresponding frame rate is 15.7
frames/s or 18.3 frames/s. The frame width is taken as the number of samples to calculate
the FFT and is equal to 2048 samples.
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Table 2: Feature Dataset summary

Features # of Features S1 S2
Mel spectrogram # 157 157
pitch #1
tonnetz #6 183
spectral contrast #7
chroma #12
Total 183 157 183

3.3. Deep neural networks for experiments

Like human behavior, with complex algorithms and artificial neural networks, deep learn-
ing has been able to train computers to learn from experience, classify and recognize data
and images. There have been many artificial neural network models used in deep learning.
Among those models, Convolutional Neural Network (CNN) is widely used for image and
object recognition and classification. For CNN, convolutional layers are used to capture the
relationships between pixels using a set of filters or kernels that slide over the image with
a certain stride and calculate the convolution operation at each step. CNN proved to be
suitable for classification algorithms. Besides classification algorithms, there are also object
detection algorithms. For example, detecting objects such as people, certain objects (planes,
cars...) or animals (birds, dogs, and cats...) in a photo. In such cases, CNN variants are
more appropriate such as R-CNN (Region-Based Convolutional Neural Networks) [54], Fast
R-CNN [55], and Faster R-CNN [56] models. The general idea of CNN’s variant models is
that instead of having to select a very large number of regions, select only a smaller number
(as equal to 2000 in R-CNN). For R-CNN, each region proposal is fed independently to the
CNN for feature extraction. This makes it impossible to run R-CNN in real-time. Fast
R-CNN and Faster R-CNN are improved versions of R-CNN. The Fast R-CNN uses selective
search to generate its region proposals. Faster R-CNN is faster than Fast R-CNN thanks to
the region proposal network.

If CNNs are feed-forward neural networks that use filters and pooling layers, then RNNs
(Recurrent Neural Networks) [57, 58] feed results back into the network. Recurrent neural
networks are helpful in modeling sequence data. A variation of RNN is LSTM (Long Short-
Term Memory) [59]. LSTM has been designed to address the vanishing and exploding
gradient problems of conventional RNN.

Within the limited scope of this paper to perform classification and identification of Cheo
and Quanho, which will use feature parameters like image form but not belonging to object
detection in the image, we will use CNN, LSTM, and CRNN (Convolutional Recurrent Neural
Networks - a combination of CNN and LSTM) [60,61] models to conduct our research. The
following is a detailed description of these models.

3.3.1. Convolutional neural network (CNN)

The CNN structure was first proposed by Fukushimain in 1980 [62]. However, it was not
widely used because the algorithm used for training was difficult to use at the time. It was
until the 1990s that LeCun et al. [63] applied a gradient descent learning algorithm based
on CNN and obtained successful results. Subsequently, the researchers continued to prove
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that CNN gave good results in pattern recognition [64,65] (digit recognition, alpha numeric,
traffic signs and other classes of objects). Recently, CNN has been applied a lot in the field
of classifying music by genre [28,66-69].

The CNN network consists of a set of basic layers, including [70]: Convolutional layer,
Non-linear layer, Pooling layer, and Fully connected layers). These layers are linked together
in a certain order. When an image is passed through the convolutional layer and the first
nonlinear layer, the calculated values will propagate through the Pooling layer. Set of 3
layers Convolutional layer + Nonlinear layer + Pooling layer can be repeated many times
in the network. Then, it is propagated through the Fully connected layer and Softmax to
calculate the probability and decide which object it is.

The basic layers in CNN include:

e Convolutional layer: This is the first and most important layer in CNN. Any com-
putation (convolution) will be performed in this layer. In image classification, this
layer is used to detect specific features of an image such as angle, edge, color or even
texture of the image. The objects in this layer are the input matrices, filters, receptive
fields, and feature maps. The filters will slide through each position on the image
from left to right and top to bottom to calculate the convolution between the image
at this potion and the receptive field (the area where neurons can recognize and make
decisions) and generate a new matrix ( feature map). Convolution is performed at the
positions passed by the filter and is determined by the formula (convolution symbol:
®) [71]

Y=XooW, (1)

where X is the input matrix, W is the kernel. For each element z;; in matrix X, a
matrix (calculated from the upper left corner) is obtained with the size equal to the
size of the kernel with the element z;; centered, called matrix A. Then, the sum of the
elements of the element-wise calculation of matrix A with matrix W is computed, and
stores the result in matrix Y.

e Nonlinear layer: Some commonly used nonlinear activation functions are ELU (Ex-
ponential Linear Unit) [72] and ReLU (Rectified Linear Units) [73]. However, ELU is
the activation function commonly used in CNN today. Before 2010, neural networks
mainly used sigmoid and tanh functions. The ReLLU activation function has the form
f(z) = max(0, z) for input values, placed right after the convolutional layer. Basically,
this function will assign negative activation values equal to zero, thereby increasing the
nonlinearity of the model and the entire network without affecting the convolutional
layer. The ELU [72] function has the form as (3.2) with a > 0

xz if x>0,

fz) = { alexp(z) —1) if x<O0. (2)

There are many different activation functions. However, within the limited scope of this
paper, we used the ELU activation function as recommended by some other authors
[72,73]. The same goes for the Batch Normalization we used as recommended in [74-76].
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e Pooling layer: After the activation function it will usually be the polling layer, also
called subsampling or downsampling layer. The purpose of this layer is to reduce the
size of the input matrix but still retain the outstanding inherent feature in the input
matrix. There are two popular types of pooling layers: Max pooling and Average
pooling.

e Fully connected layer: It is the last layer in the CNN model, used to connect
neurons in two layers together (the neurons in the back layer are fully connected with
the neurons in the front it). This layer has the function of converting the feature
matrix in the previous layer into an N-dimensional vector (N - the number of classes
to classified) containing the probabilities of the objects that need to be predicted.
Finally, the CNN model training process is to have a loss function to calculate errors
and accuracy for validation, as well as to use a backpropagation algorithm for the
weight update process.
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Figure 2: Configuration of CNN model with 157 parameters for identification

O Oo 0 0O, o2
i |0 |1 |2 h

Figure 3: Recurrent neural networks
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Table 3 is the CNN parameters used for training and test in the classification. In the
case of classification of Cheo and Quanho, the output number of the model is equal to 2.
If it is to identify Cheo or Quanho tunes, the output number of the model is 25 (25 is the
number of tunes that need to be identified as which tune of Cheo or Quanho). The detailed
information about the configuration of the CNN is shown in Figure 2. Netron [77], which is
a viewer for neural network, deep learning, and machine learning models, was used to draw
the configurations of CNN, LTSM and CRNN in Figures 2, 4 and 5.
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Table 3: Network parameters of CNN for Training and Test in the classification

Model: "'sequential®

Sets of parameter S1 Sets of parameter S2
Layer (type) (157 parameters) (183 parameters)
Output Shape Param # Output Shape Param #

bn_0 freq (BatchNormalization) (None, 157,157, 1) 628 (None, 183,183, 1) 732
convl (Conv2D) (None, 157, 157, 64) 640 (None, 183, 183, 64) 640
bnl (BatchNormalization) (None, 157, 157, 64) 256 (None, 183, 183, 64) 256
elu (ELV) (None, 157, 157, 64) 0 (None, 183, 183, 64) 0
pooll (MaxPooling2D) (None, 78, 78, 64) 0 (None, 91, 91, 64) 0
dropout (Dropout) (None, 78, 78, 64) 0 (None, 91, 91, 64) 0
conv2 (Conv2D) (None, 78, 78, 128) 73856 (None, 91, 91, 128) 73856
bn2 (BatchNormalization) (None, 78, 78, 128) 512 (None, 91, 91, 128) 512
elu_1 (ELU) (None, 78, 78, 128) 0 (None, 91, 91, 128) 0
pool2 (MaxPooling2D) (None, 39, 39, 128) 0 (None, 45, 45, 128) 0
dropout_1 (Dropout) (None, 39, 39, 128) 0 (None, 45, 45, 128) 0
conv3 (Conv2D) (None, 39, 39, 128) 147584 (None, 45, 45, 128) 147584
bn3 (BatchNormalization) (None, 39, 39, 128) 512 (None, 45, 45, 128) 512
elu_2 (ELU) (None, 39, 39, 128) 0 (None, 45, 45, 128) 0
pool3 (MaxPooling2D) (None, 19, 19, 128) 0 (None, 22, 22, 128) 0
dropout_2 (Dropout) (None, 19, 19, 128) 0 (None, 22, 22, 128) 0
conv4 (Conv2D) (None, 19, 19, 128) 147584 (None, 22, 22, 128) 147584
bn4 (BatchNormalization) (None, 19, 19, 128) 512 (None, 22, 22, 128) 512
elu_3 (ELU) (None, 19, 19, 128) 0 (None, 22, 22, 128) 0
pool4 (MaxPooling2D) (None, 6, 6, 128) 0 (None, 11, 11, 128) 0
dropout_3 (Dropout) (None, 6, 6, 128) 0 (None, 11,11, 128) 0
Conv5 (Conv2D) (None, 6, 6, 64) 73792 (None, 11, 11, 64) 73792
Bn5 (BatchNormalization) (None, 6, 6, 64) 256 (None, 11, 11, 64) 256
elu_4 (ELU) (None, 6, 6, 64) 0 (None, 11, 11, 64) 0
pool5 (MaxPooling2D) (None, 1, 1, 64) 0 (None, 5, 5, 64) 0
dropout_4 (Dropout) (None, 1, 1, 64) 0 (None, 5, 5, 64) 0
flatten (Flatten) (None, 64) 0 (None, 1600) 0
dense (Dense) (None, 2) 130 (None, 2) 3202

Total params: 446,262 Total params: 449,438

Trainable params: 444,924 Trainable params: 448,048

Non-trainable params: 1,338 Non-trainable params: 1,390

Table 4: Network parameters of LSTM for training and test in classification

Model: "LSTM"
LSTM-1 LSTM-2
Layer (type) 157 parameters 183 parameters 157 parameters 183 parameters
Output Shape |Param# | Output Shape |Param# | Output Shape |Param# | Output Shape |[Param#
?S;toc—hf’:le:rmaﬁzaﬁon) (None, 157, 157) 628 (None, 183, 183) |732 (None, 157, 157) 628 (None, 183,183) |732
Istm (LSTM) (None, 157, 256) 1423936 |(None, 183, 256) [450560 |(None, 157, 256) [423936 |(None, 183, 256) [450560
dropout (Dropout) (None, 157,256) |0 (None, 183, 256) |0 (None, 157, 256) [0 (None, 183, 256) [0
Istm_1 (LSTM) (None, 256) 525312 |(None, 256) 525312 |(None, 512) 1574912 ((None, 512) 1574912
dropout_1 (Dropout)  |(None, 256) 0 (None, 256) 0 (None, 512) 0 (None, 512) 0
dense (Dense) (None, 128) 32896 (None, 128) 32896 (None, 128) 65664 (None, 128) 65664
activation (Activation) |(None, 128) 0 (None, 128) 0 (None, 128) 0 (None, 128) 0
dropout_2 (Dropout)  |(None, 128) 0 (None, 128) 0 (None, 128) 0 (None, 128) 0
dense_1 (Dense) (None, 25) 3225 (None, 25) 3225 (None, 25) 3225 (None, 25) 3225
Total params: 985,997 Tota params: 1,012,725 Total params: 2,068,365 Total params: 2,095,093
Trainable params: 985,683 Trainable params: 1,012,359 |Trainable params: 2,068,051 |Trainable params: 2,094,727
Non-trainable params: 314 Non-trainable params: 366 Non-trainable params: 314 Non-trainable params: 366
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Figure 4: Configuration of LSTM model with 183 parameters for identification
Table 5: Network parameters of CRNN for training and test in the classification
Model: “"CRNN"
CRNN-1 CRNN-2
Layer (type) 157 parameters 183 parameters 157 parameters 183 parameters Connected to
Output Shape Param# | Output Shape Param# | Output Shape Param # |  Output Shape Param #
input_1 (InputLayer) (None, 157, 157, 1) (None, 183, 183, 1) (None, 157,157,1) |0 None, 183,183,1) [0
conv_1 (Conv2D) (None, 157, 157, 64) 640 (None, 183, 183, 64) |640 (None, 157, 157, 64) 1640 None, 183, 183, 64) (640 input_1[0][0]
conv_2 (Conv2D) (None, 157, 157, 128) |73856  |(None, 183, 183, 128) |73856  |(None, 157, 157, 128) |73856 None, 183, 183, 128) [73856  [conv_1[0][0]
conv_3 (Conv2D) (None, 157, 157, 256) [295168 [(None, 183, 183, 256) [295168 [(None, 157, 157, 256) |295168 None, 183, 183, 256) (295168 |conv_2[0][0]
bn_3 (BatchNormalization) |(None, 157, 157, 256) |1024 (None, 183, 183, 256) |1024 (None, 157, 157, 256) |1024 None, 183, 183, 256) [1024 conv_3[0][0]

maxpool_3 (MaxPooling2D)

(None, 78, 78,256) |0

(None, 91,91, 256) |0

(None, 78, 78,256) |0

None, 91, 91, 256) |0

bn_3[0][0]

(

(

(

(

(

(
conv_4 (Conv2D) (None, 78, 78, 256)  |590080 |(None, 91,91, 256)  |590080 |(None, 78, 78,256) 590080 |(None, 91,91, 256) (590080 |maxpool_3[0][0]
conv_5 (Conv2D) (None, 78, 78,512)  [1180160 ([(None, 91,91,512) |1180160 |[(None, 78, 78,256) |590080 [(None, 91,91, 256) |590080 |conv_4[0][0]
bn_5 (BatchNormalization) |(None, 78, 78,512) [2048 (None, 91,91,512)  |2048 (None, 78, 78, 256) ~ |1024 (None, 91, 91, 256)  |1024 conv_5[0][0]
maxpool_5 (MaxPooling2D) [(None, 39, 39, 512) |0 (None, 45, 45,512) |0 (None, 39, 39, 256) |0 (None, 45, 45,256) [0 bn_5[0][0]
conv_6 (Conv2D) (None, 39, 39,512)  |2359808 |(None, 45, 45, 512)  |2359808 |(None, 39,39, 128) (295040 |(None, 45, 45,128) [295040 |maxpool_5[0][0]
conv_7 (Conv2D) (None, 39, 39, 512)  [2359808 [(None, 45, 45,512) 2359808 |(None, 39, 39, 64) 73792 (None, 45, 45, 64) 73792 conv_6[0][0]
bn_7 (BatchNormalization) [(None, 39, 39, 512) |2048 (None, 45, 45,512) 2048 (None, 39, 39, 64) 256 (None, 45, 45, 64) 256 conv_7[0][0]
reshape (Reshape) (None, 39, 19968) 0 (None, 45, 23040) 0 (None, 39, 2496) 0 (None, 45, 2880) 0 bn_7[0][0]
fc_9 (Dense) (None, 39, 128) 2556032 |(None, 45, 128) 2949248 |[(None, 39, 64) 159808  |(None, 45, 64) 184384  |reshape[0][0]
Istm_10 (LSTM) (None, 39, 128) 131584  |(None, 45, 128) 131584  |(None, 39, 64) 33024 [(None, 45, 64) 33024 |fc_9[0][0]
Istm_10_back (LSTM) (None, 39, 128) 131584  |(None, 45, 128) 131584  |(None, 39, 64) 33024 [(None, 45, 64) 33024 |fc_9[0][0]
add (Add) (None, 39, 128) 0 (None, 45, 128) 0 (None, 39, 64) 0 (None, 45, 64) 0 :2:2:13[_?)]51[0][0]
Istm_11 (LSTM) (None, 39, 128) 131584  |(None, 45, 128) 131584  |(None, 39, 64) 33024 [(None, 45, 64) 33024 |add[0][0]
Istm_11_back (LSTM) (None, 39, 128) 131584  |(None, 45, 128) 131584 |(None, 39, 64) 33024  [(None, 45, 64) 33024 |add[0][0]
concatenate (Concatenate) |(None, 39, 256) 0 (None, 45, 256) 0 (None, 39, 128) 0 (None, 45, 128) 0 :2:2:11[_(:)]&[2&[0][0]
dropout2 (Dropout) (None, 39, 256) 0 (None, 45, 256) 0 (None, 39, 128) 0 (None, 45, 128) 0 concatenate[0][0]
flatten (Flatten) (None, 9984) 0 (None, 11520) 0 (None, 4992) 0 (None, 5760) 0 dropout2[0][0]
dense (Dense) (None, 512) 5112320 |(None, 512) 5898752 |(None, 512) 2556416 [(None, 512) 2949632 |flatten[0][0]
dropout3 (Dropout) (None, 512) 0 (None, 512) 0 (None, 512) 0 (None, 512) 0 dense[0][0]
dense_1 (Dense) (None, 2) 1026 (None, 2) 1026 (None, 2) 1026 (None, 2) 1026 dropout3[0][0]

Total params: 15,060,354
Trainable params: 15,057,794
Non-trainable params: 2,560

Tota params: 16,240,002
Trainable params: 16,237,442
Non-trainable params: 2,560

Total params: 4,770,306
Trainable params: 4,769,154
Non-trainable params: 1,152

Total params: 5,188,098
Trainable params: 5,186,946
Non-trainable params: 1,152
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Figure 5: Configuration of CRNN model with 157 parameters for identification
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The architecture of the CNN used in this paper belongs to the deep CNN, which has
had good results in our other study on emotion recognition for Vietnamese spoken [78].
The common point of the CNN model for emotion recognition and the CNN model for
music classification and identification in our case is that the characteristic parameters for
voice and music are converted into images. In other words, both emotion recognition and
music classification and identification can be considered to be the image recognition problem.
Therefore, in the framework of this paper, we would like to conduct our research on deep
CNN for classification, identification of Cheo and Quanho data.

3.3.2. Long-Short term memory networks (LSTM)

Recurrent neural network (RNN) [57,58] have a feedback loop from output to input by
which the network has memory properties, inferring the next which is partly based on the
previous one. However, the memory capacity of the RNN is inversely proportional to the
distance [79,80]. Figure 3 depicts an RNN with an input of I; and an output of O;.

LSTM is an improvement of RNN, proposed in 1997 by Hochreiter & Schmidhuber [59] to
overcome the limitation of the short-term memory capacity of RNN. Nowadays, LSTM has
been effectively applied in many different fields, especially in Natural Language Processing
(NLP) [81-85]. In our case, we tested 2 different LSTM models LSTM1 and LSTM2. These
two models differ in the number of nodes of the LSTM and Dense layers as shown in Table
4 with the parameters and configurations of LSTM1 and LSTM2 networks used for training
and test. Figure 4 is the configuration of the LSTM network for 183 parameters.

3.3.3. Convolutional recurrent neural network (CRNN)

CRNN [60,61] is a combination of CNN and RNN (LSTM), often used to build sequential
data processing models such as audio signals, text strings, etc. The structure of CRNN used
in document classification was first proposed by Duyu Tang et al. [86], then Zhen Zuo et al.
applied it in image classification [87] and music transcription by Sigtia et al. in 2016 [88].
In [61], Choi et al. showed the effectiveness of CRNN in classifying music by genre. In our
case, we tested 2 different CRNN models CRNN1 and CRNN2. As for the two models LSTM1
and LSTM2, the CRNN1 and CRNN2 models were selected among the CRNN models that
we tested with different configurations and they have the better results. These two models
differ in the number of nodes of the Convolution, LSTM and Dense layers as shown in Table
5 with the parameters and configurations of CRNN1 and CRNN2 networks used for training
and test. Figure 5 is the configuration of the CRNN model for 157 parameters.

It can be seen in Figure 3, Figure 4, and Figure 5, the activation function used for
the dense layer in all models is Softmax. In our models, the layers of all models use the
Keras library, where the loss function is “categorical crossentropy” and the accuracy metric
is “accuracy” defined in Keras.

3.4. Implementation

The experiment is conducted in two cases: Cheo and Quanho classification and identi-
fication of Cheo and Quanho tunes. In the classification, the data need to be classified as
Cheo or Quanho. For identification, the data will be identified as which tune in Cheo or
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Table 6: Summary of classification results for Cheo and Quanho
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Parameters S1 (157 parameters) S2 (183 parameters)
Models
Folds CNN [CRNN1|CRNN2|LSTM1|LSTM2| CNN |CRNN1|CRNN2|LSTM1|LSTM2
CRVO 99.50 | 98.75 99.5 99.25 98.8 100 99.25 99.5 100 100.0
CRV1 99.75 | 98.50 | 100.0 | 99.50 99 99.75 100 99.8 100 99.8
CRV2 99.50 | 98.75 | 100.0 | 99.50 99.3 100 99.75 | 100.0 | 99.25 99.3
CRV3 99.25 | 98.00 99.8 99.75 99.3 100 99.50 100 99.50 99.5
CRV4 100 100 100.0 | 99.25 99.8 100 99.25 99.5 99.50 99.5
CRV5 99.50 | 99.25 | 100.0 | 98.50 99.5 99.75 | 99.75 99.0 100 99.8
CRV6 99.50 | 99.75 | 100.0 | 99.25 99.3 100 99.75 99.5 99.75 99.8
CRV7 99.50 | 99.50 98.8 99.25 99.5 100 99.25 100 100 99.8
CRVS8 99.50 | 99.50 98.8 99.75 100 99.75 | 99.25 99.8 100 99.8
Aver. Acc. (%)| 99.55 | 99.16 | 99.66 | 99.34 | 99.44 | 99.92 | 99.56 | 99.69 | 99.75 | 99.63
Auver. Acc. Difference between
CRNN2&CRNN1, 0.5 0.1 ~ 0.13 -0.12
LSTM2&LSTM1 (%)
Aver. Acc. Difference between 183 and 157 parameters (%) 0.37 0.41 | 0.03 0.41 0.19
Table 7: Summary of results for identifying 25 Quanho tunes
Parameters S1 (157 parameters) S2 (183 parameters)
Models
Folds CNN [CRNN1|CRNN2|LSTM1|LSTM2| CNN |CRNN1|CRNN2|LSTM1|LSTM2
CRVO 100 96.0 98.0 98.0 97.5 99.5 99.0 97.5 95.0 96.0
CRV1 99.5 99.5 99.0 99.0 100 100 99.0 99.5 96.5 98.0
CRV2 98.0 96.5 97.5 99.0 99.0 100 98.5 97.5 97.5 98.0
CRV3 99.5 97.5 97.5 98.5 99.5 100 99.5 100 98.5 98.0
CRV4 99.5 96.5 96.0 100 99.5 99.5 95.0 98.5 96.0 96.0
CRV5 100 97.5 98.0 99.5 99.0 98.5 97.0 97.5 96.5 96.5
CRV6 99.5 99.5 97.5 100 98.5 99.5 96.0 98.5 98.5 98.0
CRV7 100 96.5 98.0 99.0 99.5 99.0 99.5 100 98.0 98.0
CRV8 99.5 98.0 98.5 99.5 100 99.5 99.5 99.0 97.0 97.5
Aver. Acc. (%)| 99.50 | 97.69 | 97.75 | 99.30 | 99.38 | 99.50 | 98.00 | 98.81 | 97.31 | 97.50
Aver. Acc. Difference between
CRNN2&CRNN, 0.06 0.08 ~ 0.81 0.19
LSTM2&LSTM1 (%)
Aver. Acc. Difference between 183 and 157 parameters (%) 0 0.31 1.06 -1.99 -1.88

Quanho. The experiment data is divided into 10 parts, of which 1 is for testing, the other 9
are for training and validation using the cross-validation method.

The experiments were performed on the computer system with the following hardware
configuration: Intel Core i7-8700@3.2GHz x 12 threads processor, 32GB RAM, 2 TB storage,
NVIDIA GeForce RTX 2080Ti 11GB RAM, Ubuntu 19.10 operating system.
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4. RESULTS AND DISCUSSION

The classification experiment was carried out on all datasets for 2 parameter sets. The
purpose of this experiment is to classify two types of Cheo and Quanho folk songs. Table 6
shows the average classification accuracy with the parameter sets S1 and S2 on three models
CNN, LSTM, and CRNN. In the identification test, the data input is the Cheo’s dataset or
Quanho’s dataset to identify which tune of Cheo or Quanho. Table 7 is the average accuracy
for identification on Quanho’s dataset, and the average accuracy for identification on 25 Cheo
tunes is given in Table 8.

Table 6 is the average accuracy of the classification for Cheo and Quanho, Table 7 and
Table 8 are the average accuracy of the identification for Quanho and Cheo tunes with three
models CNN, LSTM, and CNN. With the same data set, the accuracy of classification and
identification of 3 models CNN, LSTM and CRNN are higher than that of GMM model [31].

Table 8: Summary of results for identifying 25 Cheo tunes

Parameters S1 (157 parameters) S2 (183 parameters)
Models
Folds CNN [CRNN1|CRNN2[LSTM1|{LSTM2| CNN |CRNN1|CRNN2|LSTM1|LSTM2
CRVO 96.5 93.0 94.0 97.0 95.0 98.5 94.5 95.5 95.0 95.5
CRV1 97.5 97.0 94.5 95.5 95.5 97.0 95.0 95.0 94.0 93.5
CRV2 97.5 96.5 94.0 97.5 96.0 97.5 95.5 95.5 98.5 95.0
CRV3 94.5 93.5 96.5 96.0 95.5 97.5 95.5 95.5 96.0 97.0
CRV4 97.5 91.5 97.0 95.5 98.0 98.0 94.0 97.5 96.5 95.0
CRV5 97.0 94.5 96.0 96.0 97.0 98.0 95.5 96.0 98.5 97.5
CRV6 94.0 935 96.5 96.5 97.0 97.0 95.0 97.0 95.5 97.0
CRV7 99.0 91.5 92.5 96.0 93.5 98.0 97.0 97.0 97.5 97.0
CRV8 95.5 97.5 97.5 97.0 98.0 97.5 97.5 95.0 97.0 97.0
Aver. Acc. (%)| 96.56 | 94.44 | 95.56 | 96.25 | 96.31 | 97.67 | 95.63 | 96.06 | 96.68 | 96.13
Aver. Acc. Difference between
CRNN2&CRNN1, 1.12 0.06 ~ 0.43 -0.55
LSTM2&LSTM1 (%)
Aver. Acc. Difference between 183 and 157 parameters (%) 1.11 1.19 0.50 0.43 -0.18

Table 9: Difference in accuracy of the CNN model compared to the other two models

Classification (%) Identification (%)

Set of Quanho & Cheo Quanho tunes Cheo tunes
parameters

CNN MIN | Difference| CNN MIN | Difference| CNN MIN | Difference

S1 (157) 99.55 [ 99.16 0.39 99.50 [ 97.69 1.81 96.56 | 94.44 2.12
S2 (183) 99.92 [ 99.56 0.36 99.50 [ 97.31 2.19 97.67 | 95.63 2.04
MIN = Minimum accuracy among CRNN1, CRNN2, LSTM1 and LSTM2
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Figure 6: Examples of loss function and accuracy variation with respect to epoch for
training and validation in the classification and identification cases.

In general, when increasing the number of parameters from 157 to 183, average accuracy
increases for all models, except the two cases: LSTM1 and LSTM2 for the identification of
25 Quanho tunes, LSTM2 for the identification of of 25 Cheo tunes.

If we make comparisons in the same CRNN, CRNN2 always has higher accuracy than
CRNNI1. The LSTM2 network also always achieves higher accuracy than LSTM1 except in
the two cases: identification of Cheo tunes with 183 parameters and classification for Cheo
and Quanho with 183 parameters.

For the comparison between CRNN and LSTM models with the same set of parameters,
we see the following: for classification of Cheo and Quanho with 157 parameters, the accuracy
of CRNN is higher than that of LSTM, but with 183 parameters the accuracy of CRNN is
lower than that of LSTM. For the identification of 25 Quanho tunes, with 157 parameters
the accuracy of LSTM is higher than that of CRNN, but is lower than that of CRNN with
183 parameters. In the case of identifying the 25 Cheo tunes, the accuracy of LSTM is higher
than that of CRNN for both sets of 157 and 183 parameters.
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In our experiments, the classification and identification accuracy of the CNN model is
higher than that of the LSTM and CRNN models. Table 9 is the difference in the accu-
racy of the CNN model compared with the other two models. It is the difference between
the accuracy of the CNN model compared to the lowest accuracy of one of the other two
models. If we only take out the most different case, the biggest difference in accuracy of
the CNN model compared to the other two models is 0.39% for classification and 2.19% for
identification (as shown in Table 9).

In our case, the inputs to the models are images where each image contains the feature
corresponding to each tune. Of course, in the same image, there is a certain correlation
between adjacent image elements, but this is not quite the same as the sequence of words in
a meaningful sentence or the sequence of images that make up a video. If the nature of the
LSTM (or RNN) network structure is to remember the previous one to infer the next one,
this is not very efficient in this case. Maybe that’s why the identification accuracy of LSTM
and CRNN are slightly different from that of CNN.

The examples of loss function and accuracy variation with respect to epoch for training
and validation in the classification case and identification case are shown in Figure 6. The
training and validation results as shown in this Figure show that there is no overfitting
phenomenon. If there is overfitting, there will be no relationship between loss, accuracy, and
epoch as the results we had [89].

5. CONCLUSIONS

The paper presents our research results on the classification of Cheo and Quanho and the
identification of Cheo and Quanho tunes. With deep neural network models such as CNN,
LSTM and CRNN, the classification and identification accuracy are both higher than that
of GMM models on the same data set. It is well known that for the classification problem
or in machine learning in general, the more available data, the better the classification
performance. In this case, the data augmentation performed by halving each tune also has
a certain meaning to improve recognition performance.
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