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Abstract. Attribute reduction, or feature selection for decision tables is a fundamental problem

of rough set theory. Currently, many scientists are interested in and developing these issues. Unfor-

tunately, most studies focus mainly on the complete decision table. On incomplete decision tables,

researchers have proposed tolerance relations and designed attribute reduction algorithms based on

different measures. However, these algorithms only return a reduct and do not preserve information in

the decision tables. This paper proposes an efficient method to determine entire reducts of incomplete

decision tables according to the relational database approach. In the complex case, this algorithm

has exponential computational complexity. However, this algorithm has polynomial computational

complexity in the different cases of databases.
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1. INTRODUCTION

Attribute reduction for decision information systems is the process of removing redundant
attributes in the condition attribute set without affecting the classification of the objects.
Based on the reduct set obtained, the rule generation and classification accuracy achieve
the highest efficiency. Up to now, there have been many research works about attribute
reduction algorithms according to rough set theory [1]. However, these algorithms only de-
termine a reduct based on an evaluation criterion with polynomial computational complexity
(algorithms following the heuristic approach) without solving the problem of finding all the
reducts in the decision table. Compared with only finding a reduct, algorithms that find
reducts in a decision table can provide results that are close to the performance of the best
reduct set. Therefore, research on these algorithms brings lots of significance.

Nowadays, decision tables often miss information and are called incomplete decision
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tables. The problem of finding reduct on the incomplete decision table is considered a
general issue. Many algorithms eliminate object sets with missing data or replace missing
data with other values to handle the issue of incomplete decision tables for knowledge mining
problems. This dramatically affects the results of data mining algorithms, especially for
attribute reduction problems. M. Kryszkiewics [2] introduced the concept of a tolerance
relation and constructed a tolerance rough set model to study the problem of incomplete
decision tables. Based on the tolerance relation and Boolean reasoning methodology, the
authors in [3] have proposed a method to find the reducts in incomplete decision tables.
According to the approach using the relational data model [4,5], authors in [6] proposed an
algorithm with polynomial time for finding all the reducts in the consistent decision table.
This algorithm can select columns (attributes) in the decision table. The authors in [7] have
proposed a polynomial algorithm that reduces the rows (objects) in the decision table. Thus,
these two efficient algorithms can remove redundant columns and rows on the decision table.

On the other hand, it is essential to find all reducts in the complete decision table. In [8],
the authors have proposed a method to find all reducts in a consistent and complete decision
table. The authors have demonstrated that the problem of finding all reducts on this decision
table has an exponential computational complexity following the number of attributes. It
means that we need to prove the existence of an algorithm with exponential computational
complexity when finding all these reducts and prove that the time complexity of this problem
is not less than the exponential function. We also know that finding a reduct on a complete
and consistent decision table is performed by a polynomial algorithm. However, the problem
of finding a reduct with the smallest size and ensuring the best classification efficiency on
machine learning models is challenging. It indicates that no polynomial algorithm so far
can solve this. Because the set of all reducts on the complete and consistent decision table
is essential, we have proved this set of reducts is equivalent to the Sperner system (this
system is a combinatorial system in which its elements do not contain each other) in [9]. It
emphasizes that the study of reduct sets can lead to the study of Sperner systems.

2. PRELIMINARY

This section will summarize some basic concepts of rough set theory [7, 10–16]. The
information system or decision table is known as a set of four elements S = (U,C ∪D,F ,P),
where U = {u1, u2, . . . , un} is a non-empty set, comprising objects; C = {c1, c2, . . . , cm} is a
set of condition attribute; D is a set of decision attributes which satisfies C ∩D = ∅, and
F =

⋃
b∈C∪D

F{b} with F{b} is the value set of the attribute b; P : U × (C ∪D) → F is called

the information function. For any u ∈ U , b ∈ C∪D, function P has P (u, b) ∈ V{b}. Without
losing the comprehensive features, suppose that D only contains one decision attribute d (in
the case size of D higher than 1, it can transform into an attribute by using encryption [8]).
Thus, we only need to consider S = (U,C ∪ {d} ,F ,P), in which {d} /∈ C.

An attribute subset B ⊆ C ∪ {d} determines an indiscernibility relation and is called
an equivalence relation: IR (B) =

{
(u, v) ∈ U2 |∀b ∈ B,P (u, b) = P (v, b)

}
. IR (B) gen-

erates a partition on U , denoted by U/B = {B1, B2, ..., Bm}. Each element Bi ∈ U/B
(1 ≤ i ≤ m) is considered an equivalence class. For any U

′ ⊆ U and P ⊆ C, we have
P -upper approximation and P -lower approximation of U

′
are crisp sets and presented by

PU
′
=
{
u ∈ U | [u]P ∩ U

′ ̸= ∅
}

and PU
′
=
{
u ∈ U | [u]P ⊆ U

′
}
, respectively. The P -
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boundary region of U
′
is determined by the formula PU

′\PU
′
and the P -positive region

of {d} is calculated by POSP ({d}) =
⋃

U ′∈U/D (PU
′
). If POSC ({d}) = U or functional

dependency (FD) C → {d} is true, then S is consistent, whereas S is inconsistent. If S is
an inconsistent decision table, then POSC({d}) is the maximum subset of U that satisfies
the FD C → {d}.

Definition 2.1. Given a decision table S = (U,C ∪ {d} ,F ,P), a subset A ⊆ C is called a
reduct of C if satisfies:
(i) POSA({d}) = POSC({d}).
(ii) ∀ A′ ⊂ B(POSA′({d}) ̸= POSC({d})).

If S is a consistent decision table, then the Definition 2.1 indicates that A is a reduct set
of C if A → {d} and ∀ A′ ⊂ A,A′ ↛ {d} .

Definition 2.2. Given a finite set of attributes R = {a1, a2, ..., an} and the possible values
set of attributes ai is D (ai) with ai ∈ R, a relation L over R is the tuples set {l1, ..., lm}, in
which lj : R →

⋃
ai∈R D (ai) , 1 ≤ j ≤ m is a function that satisfies lj (ai) ∈ D (ai).

Consider a relation L = {l1, . . . , lm} over R. Any pair of attribute sets P,Q ⊆ R is consid-
ered the FD overR, and denoted by P → Q, if and only if (∀ lilj ∈ L) ((∀ l ∈ P ) (li (u) = lj (u))) =⇒
((∀ v ∈ Q) (li (v) = lj (v))). The set FDr = {(P,Q) |P,Q ⊆ R ∧ P → Q} is called the com-
plete family of FDs in L.

Definition 2.3. Let L = {l1, . . . , lm} be a relation on R = {a1, . . . , an}. If ∀ai ∈ R has Dai

and ∗ ∈ Dai where ∗ is “missing value” lj : R → ∪Dai so lj(ai) ∈ Dai .

Definition 2.4. Given a relation L on R and B ⊆ R, then we denote li ∼ lj(B) if b ∈ B :
li (b) = lj (b) or li (b) = ∗ or lj (b) = ∗.

Definition 2.5. Let L = {l1, . . . , lm} on R = {a1, a2, ..., an}. Then A,B ⊆ R and A toler-

ance determines (TD) B presented by A
t−→ B if (∀ li, lj ∈ r) if (li ∼ lj(A) then li ∼ lj(B).

We set TRr =
{
(A,B)

∣∣∣A,B ⊆ R ∨A
t−→ B

}
. It can be easily seen that

(i) (A,A) ∈ TRr ∀A ⊆ R.

(ii) (A,B) ∈ TRr then A ⊆ X , Y ⊆ B has (X ,Y) ∈ TRr.

(iii) (A,X ) ∈ TRr, (X , B) ∈ TRr =⇒ (A,B) ∈ TRr.

Set A+ =
{
a ∈ R : A

t−→ {a}
}
.

Definition 2.6. Given an incomplete decision table S = (U,C ∪ {d} ,F ,P) with ∗ /∈ Dd (it

emphasizes that the value domain of d does not comprise ∗), if C t−→ {d}, then S is considered
the incomplete decision table which is consistent.

It can be easily shown that if S is an inconsistent decision table, we can experiment by
using a method that has the computational time according to the polynomial function on
objects of U to remove the elements, making S consistently. After the removal process, we
obtain the set O then S = (O, C ∪ {d} ,F ,P) is consistent.

Definition 2.7. Given a consistent incomplete decision table S = (U,C ∪ {d} ,F ,P), an

attribute subset G is called a reduct of S if G ⊆ C : G
t−→ {d} and ∀ G′ ⊊ G then G′ ̸ t−→ {d}

(it emphasizes that if G′ is a crucial subset of G then G′ does not tolerance determine d),
set PRD(C) = {G : G is a reduct of S}.
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Definition 2.8. Suppose that R = {a1, a2, ..., an} and K = {Z1, Z2, ..., Zm} is the Sperner
system (SPS) on R if ∀ i, j, Zi ⊈ Zj .

Definition 2.9. Given a Sperner system K = {Z1, Z2, ..., Zm} on R, then K−1 is called the
anti-key of K if K−1 = {B ⊊ R : (Z ∈ K =⇒ Z ⊈ B and B ⊊ C) then ∃ Z ∈ K : Z ⊆ C}.

K−1 is one of the subsets of R, which does not include the elements of K, essentially, they
represent the largest non-key set. Evidently, K−1 is also considered an SPS. If a minimum
key set exists, an anti-key set will also exist. From this basis, it can be easily seen that the
role of the anti-key set is very crucial and leads to an algorithm to determine the minimum
key set, creating a premise for building an algorithm to find all reducts in the decision table.

Assume that S = (U,C ∪ {d} ,F ,P) is a consistent incomplete decision table. Set R =
C ∪ {d}, r = U = {u1, u2, . . . , un} and PRD (C) is called an SPS. Obviously, PRD (C) =

Kt
d =

{
Z ⊆ C : Z

t−→ {d} ∨ ∄B : B
t−→ {d} ∨B ⊊ Z

}
.

From there, we have the following two important steps.

(i) Compute the equivalence sets ϵr = {Eij |1 ≤ i, j ≤ m ∨ i ≤ j } from r with
Eij = {b ∈ R : b(ui) = b(uj) or b(ui) = ∗ or b(uj) = ∗}.

(ii) Set Nd = {Z ∈ ϵr : Z ̸= R, d /∈ Z, and ∄B ∈ εr : d /∈ B and Z ⊊ B} from ϵr.

3. SOME ALGORITHMS BASED ON THE RELATIONAL DATABASE

3.1. Algorithm determining the anti-keys set

In this section, we will propose an algorithm for determining the set of anti-keys. The
main steps of the algorithm are designed as below.

Algorithm 1 [17] Determining the anti-keys set

Input: Given a SPS K = {Z1, ..., Zm} on R = {b1,...,bn}.
Output: K−1.
1: Step 1: Set K1 = {R− {b} : b ∈ Z1}. It can be seen that K1 = {Z1}−1 .
2: Step p+1 (p<m): Suppose that Kp = Wp∪{Y1, ..., Ytp}, in which Y1, ..., Ytp are elements

of Kp comprising Zp+1 and Wp = {B ∈ Kp : Zp+1 ⊈ B}.
3: For any i (i = 1,. . . ,tp ).
4: Calculate {Zp+1}−1 on Yi as K1, which are the maximal subsets of Yi not comprising

Zp+1 , they are presented by Bi
1, ..., B

i
ri.

5: Set Kp+1 = Wp ∪
{
Bi

p

∣∣B ∈ Wp ⇒ Bi
pwith 1 ≤ p ≤ ri ∨ 1 ≤ i ≤ tp

}
.

6: Finally, let K−1 = Km.

We now examine the computational complexity of the proposed algorithm. Suppose that
Tp with 1 ≤ p ≤ m− 1 is the number of elements in Kp from the above algorithm. Based on

[14], the computational complexity of the algorithm is O

(
|R|2

m−1∑
p=1

tpup

)
with up = Tp − tp

if Tp > tp and up = 1 if Tp = tp. It is easy to see two following problems.

(i) Kp is the Sperner coefficient on R in each step of the method. According to [18], the

cardinality of any SPSs on R does not exceed C
[n/2]
n ≈ 2n+1/2/

(∏
n1/2

)
. Therefore,
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the worst computational complexity of the algorithm is an exponential function over
n.

(ii) In case Tp ≤ Tm (p = 1, . . . ,m− 1), the computational complexity of the algorithm is

not greater than O
(
|K| |R|2

∣∣K−1
∣∣2), then the algorithm complexity is a polynomial

function according to |R|, |K|, and
∣∣K−1

∣∣. If the number of elements of K is small,
then the algorithm is very efficient when only requiring polynomial time following |R|.

3.2. Algorithm determining the minimum key set based on the anti-keys set

Based on the method proposed in Subsection 3.1, in this Section, we continue to design
two algorithms as the basis for building an attribute reduction algorithm in the next section.

Algorithm 2 [18] Determine the minimum key set based on the anti-keys set

Input: Given an SPS K having the role of an anti-key set, I = {y1, . . . , yn } ⊆ R and G is
an SPS in the role of key set

(
G−1 = K

)
for ∃Z ∈ K : Z ⊊ I.

Output: V ∈ G.
1: Step 1: Set c (0) = I.
2: Step i+ 1: Set c (i+ 1) = c (i)− yi+1 if ∀Z ∈ K without c (i+ 1) ⊂ Z; On the contrary,

c (i+ 1) = c (i).
3: Finally, set V = c (n).

It is noticeable that the computational complexity of the above method is polynomial ac-
cording to n and |K|.

Algorithm 3 [18] Determine the minimum key sets based on the anti-keys set

Input: Let K = {Z1, Z2, . . . , Zk} be the SPS on R.
Output: G with G−1 = K.
1: Step 1: Based on the Algorithm 2, calculate A1 and set K1 = A1.
2: Step i + 1: If there is Z ∈ K−1

i which satisfies Z ̸⊂ Zj (∀j : 1 ≤ j ≤ k), then calculate
Ai+1 (Ai+1 ∈ G, Ai+1 ⊆ Z) using the Algorithm 2 and set Ki+1 = Ki ∪ Ai+1. In the
opposite case, set G = Ki.

We continue to evaluate the computational time of the Algorithm 3. Based on [18], the

computational time of the Algorithm 3 is O

(
|R|

(
k−1∑
p=1

(|K|Tp + |R| tpup) + |K|2 + |R|

))
.

The worst computational time of Algorithm 3 is an exponential function following |R|. In
the case Tp ≤ |K| (p = 1, . . . , k − 1), the computational complexity of the Algorithm 3 is

O
(
|R|2|K|2 |G|

)
, this is the computational complexity of the polynomial function of |R|, |K|,

and |G|. If |G| is a polynomial according to |R| and |K|, then the algorithm is efficient. If
the number of elements in G is small, then the algorithm is very efficient.
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4. ALGORITHM FOR FINDING THE ENTIRE REDUCT IN AN
INCOMPLETE DECISION TABLE

Theorem 4.1. Nd = (Kt
d)

−1
.

Proof:
It can be easily seen that X = X+ ∀X ∈ Nd because if X ⊊ X+ then there is x ∈ X+

and x /∈ X. Since X is the equivalence maximum set, so ∃i, j (1 ≤ i < j ≤ m) for Eij = X,

and based on the concept of the set X+, we have X
t→{x}. Besides, to be suitable for the

definition of set Eij , then x ∈ Eij . Thus, if X = X+ and d /∈ X then d /∈ X+. Therefore,

X ̸ t−→{d} (X does not TD d).
We consider P with X ⊊ P , from the definition of set X if d /∈ P then ∀i, j (1 ≤

i < j ≤ m) we have li ∼ lj (P ) , which is false. Hence, from the concept of TD, we have

P
t→R. In the case d ∈ P , then we can see that d ∈ P+. Thus, in two cases, we have

∀P : X ⊊ P ⇒ P+ t→{d}. Consequently, based on the definition of Kt
d then I∈ Kt

d, so

I ⊆ P and from the definition of set (Kt
d)

−1
, we have X ∈ (Kt

d)
−1

.

On the contrary, if X ∈ (Kt
d)

−1
then X+ = X. Since if X ⊊ X+ then from the concept of

anti-key set, we have I ∈ (Kt
d) with I ⊆ X+, means X+ t→{d}, leading to X

t→{d}. Based
on the definition of (Kt

d)
−1

then X is not TD {d} (X ̸ t−→{d}). Hence, X+ = X.

According to the definition of the sets Nd and (Kt
d)

−1
(is the set of biggest sets do not

TD d), this implies that X ∈ Nd. Thus, Nd = (Kt
d)

−1
. ■

Algorithm 4 The algorithm for finding entire reducts in an incomplete decision table.

Input: Given a consistent incomplete decision table S = (U,C ∪ {d} ,F ,P), set r = U =
{u1, . . . , um} , R = C ∪ {d}.

Output: PRD(C).
1: From r, calculate the equivalence sets: εr={Eij : 1 ≤ i ≤ j ≤ m} with

Eij = {a ∈ R: a(ui) =a(uj) or a(ui) = ∗ or a(uj) = ∗} .
2: Based on the εR, set Nd = {X ∈ εr : X ̸= R, d /∈ X and ∄Z ∈ εr : d /∈ Z and X ⊊ Z}.
3: Calculate the set K from Nd

(
K−1 = Nd

)
by the Algorithm 3.

4: Set PRD(C)) = K\{d}.

The computational complexity of the proposed algorithm in steps 1 and 2 is a polynomial
function allowing the size of r. Therefore, the computational time of the Algorithm 4 is the
same as Algorithm 2 when calculating the minimum key set from the anti-key set in step 3.
Therefore, the complexity of the algorithm is

O

|R|

m−1∑
p=1

(|Nd|Tp + |R|Tpup) + |Nd|2 + |R|

 ,

where Tp, tp, up are denoted as in Algorithm 1, and the computational complexity of this
algorithm in the worst case is an exponential function over n, where n is the number of
elements in R. In the case Tp ≤ |Nd| (p = 1, . . . ,m− 1), the computational time of the

algorithm is O
(
|R|2|Nd|2

∣∣Kt
d

∣∣), this computational time is a polynomial function according
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to |R|, |Nd|, and |K|. Evident in step 2, |Nd| is a polynomial function of the size of r, so
if
∣∣Kt

d

∣∣ is a polynomial function according to |R|, then the computational complexity of the
algorithm is a polynomial function based on the size of r. If the number of elements of

∣∣Kt
d

∣∣
is small, the algorithm is very efficient.

We will illustrate a specific example for finding all reducts on an incomplete decision
table to understand the algorithm more clearly.

Example 4.1. A decision table S = (U,C ∪ {d} ,F ,P) where U = {u1, u2, u3, u4, u5, u6}
and C = {c1, c2, c3, c4, c5, c6}.

Table 1: An example decision table

U c1 c2 c3 c4 c5 c6 d

u1 1 1 3 2 5 4 2
u2 3 2 * 1 4 3 2
u3 * 1 4 3 3 1 1
u4 2 * 2 * 1 2 3
u5 1 3 * * 2 * 1
u6 * 4 1 2 * 4 3

1) Calculate Nd:

E12 = {c3, d}, E13 = {c1, c2}, E14 = {c2, c4}, E15 = {c1, c3, c4, c6}, E16 = {c1, c4, c5, c6}.
E23 = {c1, c3}, E24 = {c2, c3, c4}, E25 = {c3, c4, c6}, E26 = {c1, c3, c5}.
E34 = {c1, c2, c4}, E35 = {c1, c3, c4, c6, d}, E36 = {c1, c5}.
E45 = {c2, c3, c4, c6}, E46 = {c1, c2, c4, c5, d}.
E56 = {c1, c3, c4, c5, c6}.
2) According to the condition of Algorithm 4, A1 = {c2, c3, c4, c6} andA2 = {c1, c3, c4, c5, c6}

satisfy the condition of Nd. Thus Nd = {{c2, c3, c4, c6}, {c1, c3, c4, c5, c6}}.
3) It can be easily seen that based on Algorithm 3 from Nd, we have

PRD(C) = {{c2, c1}, {c2, c5}} .

Let S = (U,C ∪ {d} ,F ,P) be an incomplete decision table. Attribute a ∈ C is called a
core S if a participates in all reductions of S. The notation CORE(S) is the set of all core
attributes of an S. It can be seen that CORE(S) is the intersection of the reducts of S.
From Algorithm 4, we have two following corollary.

Corollary 4.1. Given an incomplete decision table S = (U,C ∪ {d} ,F ,P), then exists a
method to find CORE(S).

As mentioned above, a core set of a decision table includes the attributes that belong to
all reducts. Therefore, we can obtain a core set using the intersection of all reducts from
Algorithm 4. From there, we have Corollary 1 presented as above. From Theorem 4.1 and
Algorithm 2, we have Corollary 2 as below.

Corollary 4.2. Given an incomplete decision table S = (U,C ∪ {d} ,F ,P), then exists a
method to find a reduct of S. This algorithm has polynomial computational complexity.

We know that finding a reduct on the decision table is equivalent to determining a
minimal key, as in Algorithm 2. On the other hand, before processing Algorithm 2, we need
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to determine the anti-key set based on Algorithm 1. The computational complexity of both
algorithms is a polynomial function. Therefore, determining a reduct on the decision table
is also polynomial.

5. CONCLUSIONS

When dealing with big data, attribute reduction methods are crucial in knowledge mining
and finding the necessary information. These methods typically follow rough set theory,
and algorithms have proven to be highly effective in removing unnecessary attributes to
enhance the quality of classification models. However, these methods may have limitations,
mainly when dealing with tables with missing data. This paper identified specific properties
of conditional attributes as well as developed a method to determine all reducts from the
consistent incomplete decision tables in a polynomial time. This method serves as an effective
tool in identifying essential attribute subsets while preserving information in decision tables.
We plan to study more reduct properties to develop even more efficient attribute reduction
models.
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