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Abstract. This paper presents the results of the VLSP 2022-2023 Machine Translation Shared
Tasks, focusing on Vietnamese-Chinese and Vietnamese-Lao machine translation. The tasks were
organized as part of the 9th and 10th annual workshops on Vietnamese Language and Speech Pro-
cessing (VLSP 2022, VLSP 2023). The objective of the shared task was to build machine translation
systems, specifically targeting Vietnamese-Chinese and Vietnamese-Lao translation (corresponding
to 4 translation directions). The submissions were evaluated on 1,000 test pairs from both news
and general domains, using established metrics such as BLEU and SacreBLEU. In addition to these
automated evaluations, the system outputs were also assessed through human judgment by experts
in the Chinese and Lao languages. These human assessments played a crucial role in ranking the
performance of the machine translation models, ensuring a more comprehensive evaluation.

Keywords. Machine translation, neural machine translation, low-resource, translation error anal-
ysis.

1. INTRODUCTION

Neural Machine Translation (NMT) has currently obtained state-of-the-art in machine
translation systems. However, the translation quality is still a challenge in translation sys-
tems. Neural Machine Translation (NMT) [1, 2, 3] has recently shown impressive results
compared to Statistical Machine Translation (SMT) [4, 5]. However, NMT systems still
have great challenges [6]. The MT track basically corresponds to a subtitling translation
task. The natural translation unit considered by the human translators volunteering for
News is indeed the single caption - as defined by the original transcript - which in general
does not correspond to a sentence, but to fragments of it that fit the caption space. While
translators can look at the context of the single captions, arranging the MT task in this
way would make it particularly difficult, especially when word reordering across consecutive
captions occurs. For this reason, we preprocessed all the parallel texts to rebuild the origi-
nal sentences, thus simplifying the MT task. Table 1 provides statistics on in-domain texts
supplied for training and evaluation purposes for each MT task. Texts are pre-processed (to-
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kenization, Chinese and Vietnamese segmentation) with the tools used for setting-up baseline
systems (see below). For this purpose, the task involved creating a comprehensive dataset
with human-annotated translations’.

In 2022, a significant milestone was reached for Machine Translation (MT) within the
VLSP evaluation campaign, particularly in Chinese - Vietnamese translation through news
sources. Although data scarcity posed a major challenge, participating teams successfully
developed specialized methods by leveraging the linguistic similarities between Chinese and
Vietnamese. Notably, the one-to-one mapping between Sino-Vietnamese and Chinese words
played a crucial role in their success. Moving into 2023, VLSP has shifted its focus to Lao
- Vietnamese and Vietnamese - Lao Machine Translation tasks, where limited training data
remains a significant barrier. However, the close linguistic relationship between Lao and
Vietnamese, including numerous one-to-one lexical correspondences, presents opportunities
to apply similar specialized techniques. These approaches hold promise even in scenarios
with constrained data availability.

2. TRAINING AND TEST DATA

In the VLSP 2022 and VLSP 2023 evaluation campaigns, we released comprehensive
training datasets designed to support Vietnamese-Chinese and Vietnamese-Lao machine
translation tasks. These datasets include development and public test sets to facilitate
model optimization and evaluation. Specifically, the VLSP 2022 dataset comprises over
300,000 Vietnamese-Chinese bilingual sentence pairs for training, with an additional 1,000
sentences for development and testing. Similarly, the VLSP 2023 dataset, designed for
Vietnamese-Lao translation, contains 100,000 bilingual sentence pairs for training, 2,000 for
development, and 1,000 for testing. The provision of development and public test sets allows

Table 1: Bilingual training and evaluation corpora statistics

Tokens [7]
vi zh lo
Train | 300,348 | 43,762 | 141,879 ;
Vi<s Zh | Dev 1,000 | 2,545 | 3,796 -
Test | 1,000 | 2454 | 4,078 -

Task Dataset Sent

Train | 100,000 | 227,000 _ 120,710
Vi< Lo | Dev 2,000 | 4,262 - 1,740
Test 1,000 | 2,454 - 3,126

participants to fine-tune their models before formal evaluation on the secure private test set.
Notably, all development, public test, and private test sets are within the same linguistic
domain, ensuring consistency in evaluation and benchmarking. SacreBLEU is recommended
for model evaluation, as it offers a reliable metric for assessing machine translation accuracy.

The input data is provided in UTF-8 text format, with 1-to-1 aligned bilingual sentence
pairs, ensuring precise correspondence throughout training and testing. This approach facil-
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itates standardization and improves the accuracy of machine translation systems, contribut-
ing to research and application in automatic translation for Vietnamese in a multilingual
context.

Table 1 shows statistics on in-domain texts supplied for training and evaluation purposes
for two MT tasks: Vietnamese <> Chinese Machine Translation Systems for VLSP 2022
and Vietnamese <> Lao Machine Translation Systems for VLSP 2023. All parallel texts were
tokenized and truncated using sentence piece scripts, and then they are applied to Sennrich’s
BPE [7]. For Vietnamese, we only apply Moses’s scripts for tokenization and true-casing.

3. EVALUATION

The participants to the MT track had to provide the automatic translation of the test
sets in text format. The output had to be case-sensitive, detokenized and had to contain
punctuation. The quality of the translations was measured both automatically, against
the human translations created by the open translation project, and via human evaluation
(Section 5).

Case sensitive scores were calculated for the three automatic standard metrics BLEU [8]
and SacreBLEU [9], as implemented in mteval-v13a.pl and sacrebleu, by calling:

e mteval-vl3a.pl -c
e sacrebleu -t vlsp2022/systems -1 zh-vi —echo MTTracks
e sacrebleu -t vlsp2023/systems -1 lo-vi —echo MTTracks

Detokenized texts were passed, since the two scorers apply an internal tokenizer. Before
the evaluation, Chinese texts were segmented at character level, keeping non-Chinese strings
as they are. In order to allow participants to evaluate their progress automatically and
in identical conditions, an evaluation server was developed. Participants could submit the
translation of any development set to either a REST Web service or through a GUI on
the web, receiving as output the three scores BLEU, NIST [10], TER [11] and SacreBLEU
computed as above. The core of the evaluation server is a shell script wrapping the mteval
scorers. The evaluation server was utilized by the organizers for the automatic evaluation of
the official submissions. After the evaluation period, the evaluation on test sets was enabled
to all participants as well.

4. SYSTEM SUBMISSIONS

In the multilingual machine translation tasks at VLSP 2022 and VLSP 2023, we con-
ducted Vietnamese-to-Chinese and Vietnamese-to-Lao translation tasks, attracting substan-
tial participation from both domestic and international organizations. Specifically:

VLSP 2022 - MT: The machine translation task for Vietnamese-to-Chinese and vice
versa had 25 registered teams, including universities such as JAIST and HUST, as well as
major corporations like Samsung SDS, VinBigData, and VCCorp. Among these, 5 teams
submitted official entries, complete with models for performance evaluation and detailed
technical reports.

VLSP 2023 - MT: The Vietnamese to Lao and Lao to Vietnamese translation task at-
tracted 26 registered teams, including institutions and universities such as HUST, MTA,
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UET-VNU, and technology companies like Viettel and Bosch Global Software Technologies
Vietnam. In total, 7 teams submitted official entries for evaluation.

In both machine translation tasks, we selected for each task the three methods that
achieved the highest results for each translation task. Each of these methods has technical
reports that demonstrate the approach, method content, contribution to the machine trans-
lation task, and results achieved. We present each of these methods in each translation task
the following section in 4.1 and 4.2.

4.1. Vietnamese-Chinese machine translation

In the task of Vietnamese-Chinese bidirectional machine translation, we selected the
three most effective approaches to achieve accurate and fluent translations that preserve
the original meaning. Each method was carefully evaluated for its translation accuracy and
fluency to ensure high-quality, natural output. The teams employed distinct techniques and
strategies, including language model fine-tuning and input data optimization, to maximize
the quality and naturalness of the translations. The selected methods are as follows:

e Team 1 (SDS): An efficient approach for machine translation on low-resource languages.
e Team 2 (VBD-MT): VBD-MT Vietnamese-Chinese bidirectional translation system.

e Team 3 (JNLP): An effective method using Phrase mechanism in Neural machine
translation.

The advantage of the SDS and VBD-MT teams is that they both utilize the pre-trained
mBART model (which is the noise encoder-decoder architecture, quite suitable for the ma-
chine translation task). Team SDS uses mBART-50 with input preprocessing, whereas MTA
uses mBART-25 and applies post-processing to numerical and date data. However, the weak-
ness for SDS and VBD-MT stems from the drawbacks of mBART itself: namely the need
for significant GPU computational resources, the large number of parameters (mBART-50
has approximately 680 million parameters), and the difficulty in debugging translation errors
compared to a vanilla Transformer (for a machine translation task, they could completely de-
velop a vanilla Transformer model from scratch and optimize it specifically for this purpose).
Additionally, the ensemble technique employed by VBD-MT is also quite time-consuming.

The advantage of the JNLP team is the integration of linguistic information (phrases) into
the Transformer model. This could improve the translation quality of phrases and idioms.
However, the weakness is that effective integration into the Transformer model still requires
further experimentation, and the resulting impact on speed is also a factor to consider.

4.1.1. An efficient approach for machine translation on low-resource languages

The team proposes leveraging data synthesis as a technique to augment the training set
for low-resource language pairs, particularly Vietnamese-Chinese. To accomplish this, the
mBART-50 [12] machine translation system is first fine-tuned with existing bilingual data.
It is then employed to translate from the target language back into the source language,
effectively generating a synthetic bilingual dataset. This newly synthesized dataset is subse-
quently merged with authentic bilingual data, providing a more comprehensive training set
for the final model.

In constructing the final translation model, the team follows a systematic approach involv-
ing three key steps: (1) Training a Vietnamese-English translation model with mBART-50;
(2) Enhancing the dataset by generating additional bilingual data through selected sentences
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extracted from the monolingual dataset; (3) Fine-tuning the model using this expanded bilin-
gual dataset. The VLSP 2022 dataset, which includes 300,000 bilingual sentence pairs and
extensive, cleaned monolingual corpora, is employed to ensure that the input data remains
of high quality throughout the training process.

For low-resource language pairs, the team applies the TF-IDF selection technique to
identify and extract significant sentences from a large monolingual dataset containing 25
million Vietnamese and 19 million Chinese sentences. The resulting dataset, a synthesized
bilingual corpus, is then combined with the original bilingual data to enhance the accuracy
and robustness of the final translation model.

The utilization of mBART-50 in this study capitalizes on its multilingual translation
capabilities, achieved through denoising training. By supporting up to 50 languages and
subsequently fine-tuning the model with VLSP data, the research team successfully developed
high-quality multilingual machine translation models specifically tailored to Vietnamese and
Chinese, thereby enhancing translation performance for these low-resource languages.

MO':;’":;g”a' — Preprocessing Domain Selection » Translation ————
3
1 - Training final vi-zh
- Models

B”[i)"fua' — Preprocessing % Training vi-zh Models ’M
ata

Figure 1: Flow of data processing and model training

The system depicted in the Figure 1 illustrates the training process of a machine trans-
lation model for low-resource language pairs, particularly Vietnamese and Chinese. First,
both bilingual and monolingual data are processed, and key sentences are selected using the
TF-IDF method to identify domain-specific content and ensure high-quality inputs. Subse-
quently, the mBART-50 model is fine-tuned on the existing bilingual dataset and used for
back-translation from the target language to the source language, thereby creating a syn-
thetic bilingual dataset. The authentic bilingual dataset is then combined with this synthetic
dataset, forming a robust training corpus. This approach ultimately enhances the accuracy
and stability of the translation system for Vietnamese and Chinese.

4.1.2. VBD-MT Vietnamese-Chinese bidirectional translation system

Baseline system is conducted using the robust Transformer model, which is fine-tuned
with mBART-25, a model pre-trained on 25 languages, including both Chinese and Viet-
namese. For text processing, we implement the SentencePiece tool to handle tokenization
and vocabulary filtering, reducing the vocabulary size from an initial 250K to 67K tokens.
This reduction aligns with the limited GPU resources available, allowing for efficient training
without the need for high-performance server infrastructure.

To further enhance the dataset, the team apply back-translation using a top-k sampling
technique, selecting the top 5 highest-scoring outputs to generate diverse synthetic data.
This method yields 211K back-translated sentence pairs from Chinese to Vietnamese (Zh-Vi)
and 403K pairs from Vietnamese to Chinese (Vi-Zh). The synthetic data is then combined
with authentic bilingual data, effectively expanding the training set and boosting model
performance.



290 TRAN HONG VIET et al.

The system also employs an ensemble method, achieved by averaging the model weights
from the last N checkpoints, where N is optimally set to 5. This ensembling approach
significantly enhances accuracy, particularly when used alongside the back-translation data.

To address potential translation errors in numeric and date-time values, the team in-
troduce a post-processing step with customized patterns designed for these data types. Al-
though this post-processing does not directly increase the BLEU score, it improves transla-
tion quality by ensuring that critical values, such as those related to people and currency,
are accurately translated.

SentencePiece : .
.
Reduce Vocabulary mBART-25 —)[ Ensembling J—)[Post Process]

Bilingual Dataset

BackTranslation

Figure 2: System flow machine translation

The system 2 fine-tunes a Transformer model in conjunction with mBART-25, where
mBART-25 is utilized as a pre-trained multilingual model. SentencePiece is employed to
reduce the vocabulary size, optimizing GPU resource utilization. Back-translation is ap-
plied to generate additional bilingual data by translating sentences from the target language
back to the source language, which are then merged with the original dataset to expand
the training corpus. An ensemble technique is used to enhance accuracy. Finally, a rule-
based post-processing step corrects errors related to numerical data and dates, improving
the system’s output quality.

After evaluating various models, the team selected Fairseq [13] for the baseline system,
as it demonstrated superior performance on the public test set. For Chinese-Vietnamese
translation, the model achieved a BLEU score of 38.0, which improved to 38.8 with the
inclusion of back-translation; for Vietnamese-Chinese translation, the BLEU score increased
from 37.8 to 38.0 with the addition of both back-translation and ensembling.

Final system submission for the shared task integrates baseline modeling, back-translation,
ensembling, and post-processing. The post-processing step, focused on automatically cor-
recting numeric and date-time values, ensures a more accurate and higher-quality translation
output for critical data, providing a well-rounded, effective solution.

4.1.3. An effective method using phrase mechanism in neural machine transla-
tion

This approach developed PhraseTransformer, a model based on the Transformer archi-
tecture that incorporates phrase-based attention mechanisms to improve machine translation
performance. Unlike prior models, PhraseTransformer eliminates the need for external syn-
tactic tree information, making it more efficient and lightweight compared to other phrase-
level attention models. The core concept behind PhraseTransformer is to enhance word rep-
resentations by leveraging local context and capturing dependencies between phrases within
a sentence, enabling more nuanced translation outputs.
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Figure 3: Overview of PhraseTransformer (CrossH) using n-gram LSTM in MultiHead layer.
In this case, the phrase representations are built with gram size = {2, 3}, 2-gram, 3-gram
models apply to all 8 heads.

In the preprocessing stage, they utilized Byte-Pair Encoding (BPE) to address out-of-
vocabulary issues by breaking words down into sub-tokens. For Vietnamese, this work per-
formed 4,000 BPE operations, while for Chinese, which lacks inherent word spacing, they
applied 16,000 operations. For Chinese text, the BPE segmentation module treats the en-
tire raw sentence as a single word segment, ensuring effective sub-tokenization even without
spacing between characters.

To evaluate PhraseTransformer’s performance against the original Transformer model,
they trained both models on the Chinese-Vietnamese bilingual dataset provided by VLSP
2022, without any supplementary external data or pretrained models. Both models were
tested under identical configurations, and they averaged the weights from the last 5 check-
points to produce the final model used for translation testing.

The experimental results reveal that PhraseTransformer consistently outperforms the
original Transformer across various n-gram sizes, underscoring the effectiveness of its phrase-
based attention mechanism in capturing sentence meaning. Furthermore, PhraseTrans-
former’s adaptability extends beyond translation tasks to other languages and NLP ap-
plications, as it operates independently of external syntactic tree information, making it a
versatile tool for diverse linguistic challenges.

The PhraseTransformer (CrossH) system depicted in the Figure 3 is a variant of the
Transformer architecture that incorporates a phrase-based attention mechanism to enhance
machine translation quality. This model employs n-gram LSTM within multi-head atten-
tion to capture local context and inter-phrase relationships, thereby obviating the need for
external syntactic tree information.

4.2. Vietnamese-Lao machine translation

In the Vietnamese-Lao bidirectional machine translation task, high performance has been
achieved using methods based on the Transformer architecture, a leading approach in ma-
chine learning. These methods exploit the Transformer’s capacity to deliver high-quality
translations by efficiently managing complex word sequences and capturing semantic relation-
ships between words within sentences. Notably, by fine-tuning Transformer-based pretrained
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models, we can tailor the system to better handle Vietnamese-Lao bilingual data, thereby
improving translation accuracy and naturalness. This fine-tuning enhances the system’s
precision while also increasing its capacity to capture contextual meaning and accurately
reproduce the unique grammatical structures of both languages, achieving high standards in
bidirectional machine translation quality.

In the task of Vietnamese-Lao bidirectional machine translation, we selected the three
most effective approaches, specifically as follows:

e Team 1 (BlueSky): A Transformer-based model for Lao-Vietnamese machine transla-
tion.

e Team 2 (MTA_AI): Vietnamese-Lao bidirectional translation system.

e Team 3 (BGSV AI): A sequence-to-sequence model for Lao-Vietnamese machine trans-
lation.

The advantage of the BlueSky team is utilizing the power of mBART. However, there are
two weaknesses in their method that require careful adaptation without causing catastrophic
forgetting of mBART’s ability, and training custom mBART requires significant resources
and high-quality mono data.

With the MTA Al team, the advantage of the team is that using powerful pre-trained mul-
tilingual models (m2m100, mT5) and large-scale back-translation (1.5M sentences) boosts
performance. The weaknesses are that it heavily depends on Google Translate for synthetic
data, which can have risks in quality inconsistency, and mT5-small may limit capacity com-
pared to larger models.

The advantage of the BGSV Al team is building a new tokenizer from scratch and a
detailed and efficient preprocessing method for Vietnamese text. This could improve the
translation quality of phrases and idioms. However, the weakness is that it only employs
basic preprocessing techniques on Lao text and does not utilize the benefits of using pre-
trained models.

4.2.1. A Transformer-based model for Lao-Vietnamese machine translation

Blue_Sky leverages a pretrained mBART model [12] initially trained on extensive mono-
lingual datasets in both Vietnamese and Lao. The model is subsequently fine-tuned using
a bilingual dataset from VLSP, which enhances its translation accuracy and fluency for
both languages. This approach integrates diverse linguistic data from monolingual sources,
allowing the model to capture complex grammatical and syntactical structures unique to
Vietnamese and Lao, providing a strong base for the fine-tuning phase.

For machine translation tasks, the Transformer WMT [14] en-de big model was employed.
This model utilizes an Encoder-Decoder architecture, where the Encoder processes the source
sentence to gather context, and the Decoder generates the target sentence sequentially, one
word at a time. The model leverages the Transformer’s powerful self-attention mechanism
to optimize translation accuracy while maintaining semantic consistency.

- Model Transformer
Transformers WMTJ—)[ Bilingual Dataset WMT System

Figure 4: Training phases of mBART and Transformer WMT models
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To further assess the capabilities of the large language model, this approach adapted
mBART for Lao, as the original version of mBART does not support this language. The
adaptation involved training mBART on monolingual Vietnamese and Lao datasets to extend
its language support, followed by fine-tuning on the bilingual dataset provided by VLSP. This
adaptation ensures the model’s effectiveness in machine translation between Vietnamese and
Lao.

This method also employed SentencePiece [15] for tokenizing Vietnamese and Lao text,
setting a vocabulary size of 20,000 tokens. The training dataset consisted of 100,000 sen-
tence pairs, with a test set of 2,000 pairs from VLSP used for evaluation. Additionally, the
model was pretrained on a large monolingual dataset 1.8 GB of Vietnamese text and 1 GB
of Lao text - laying a strong foundation for fine-tuning. However, the fine-tuned mBART
model performed below the Transformer WMT en-de big model in terms of overall trans-
lation accuracy. System 4 utilizes the Transformer WMT, a conventional encoder-decoder
architecture that leverages the self-attention mechanism to optimize machine translation on
bilingual datasets.

4.2.2. Vietnamese-Lao bidirectional translation system

The MTA_AT team utilized the M2M-100 418M [16] and mt5-small [17] models to fine-
tune a translation system for Vietnamese and Lao, both of which are low-resource languages
with limited pre-trained model support. After an extensive survey of available multilingual
models, they determined that m2m_100 [16] and mT5 [18, 17] were particularly well-suited
for this project. These models are capable of translating multiple language pairs, including
Vietnamese and Lao, making them ideal choices for enhancing translation quality between
these languages.

The M2M100-418M model is a multilingual encoder-decoder designed for many-to-many
translation, supporting direct translation between numerous languages without needing a
pivot language. The mT5-small model, a compact version of T5 with a multilingual capabil-
ity, was pre-trained on the Common Crawl dataset, covering 101 languages and comprising
300 million parameters. The model is fine-tuned using the Adam optimizer [19]. This com-
bination allows both comprehensive language support and computational efficiency.

In this approach, MTA_AI team applied back-translation using Google Translate to con-
vert monolingual sentences into bilingual data, thereby creating a synthetic dataset. This
method generated 1.5 million sentence pairs for both Vietnamese-to-Lao (Vi-Lo) and Lao-
to-Vietnamese (Lo-Vi) translations, substantially expanding our training data.

To investigate the impact of large-scale data on model performance, they trained the
m2m100-418M model with a total of 3 million back-translated monolingual sentences. The
results demonstrated a significant enhancement in translation accuracy, affirming the positive
influence of large-scale data on the effectiveness of machine translation systems for low-
resource languages.

The Figure 5 depicted in the figure illustrates how the team employs the m2m_100-418M
and mT5_small models to train machine translation between Vietnamese and Lao using the
back-translation method. They generate synthetic bilingual data from monolingual sen-
tences, thereby expanding the training dataset. This approach significantly enhances the
translation quality for these two low-resource languages.
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Figure 5: Training phases of mT5_small and m2m_100-418M models

4.2.3. A sequence-to-sequence model for Lao-Vietnamese machine translation

The BGSV_AI team employed a sequence-to-sequence approach, utilizing large language
models to tackle the machine translation challenge in the shared-task competition. During
the evaluation phase, they observed that existing models did not support both Vietnamese
and Lao simultaneously. Consequently, they developed a unique tokenizer using the Senten-
cePiece technique [15] to generate a tailored vocabulary set suited to both languages. They
then customized and trained the T5 model [18] from scratch, specifically for this machine
translation task.

Pre-processing proved essential in enhancing both translation quality and efficiency. This
stage involved cleaning the dataset to remove noise, standardizing formats (such as dates
and numbers) for uniformity, and tokenizer the text into smaller units. Given their limited
familiarity with the Lao language, they applied only fundamental pre-processing techniques,
which included the removal of irrelevant characters and symbols.

In the experiment, this approach focused on optimizing the tokenizer to improve sentence
comprehension while managing the vocabulary size effectively. To achieve this, BGSV_AI
team sets a token length of 90 for Lao and 150 for Vietnamese, aiming for an optimal
balance between computational efficiency and language understanding. These customized
token lengths were carefully tailored to the linguistic characteristics of each language, thereby
maximizing the performance of their machine translation system.

The system illustrated in the Figure 6 represents a customized T5 model developed by
the team for bidirectional translation between Lao and Vietnamese. They created separate
tokenizers for both languages using SentencePiece, while also performing preprocessing and
adjusting token lengths as appropriate. As a result, the model is trained from scratch to
optimize the machine translation for both Lao and Vietnamese.

5. EXPERIMENTAL RESULTS

For all language pairs, we show the case-sensitive BLEU and SacreBLEU scores. Results
would be ranked by human evaluation.

e Only constrained systems will be evaluated and ranked.

e Unconstrained systems would not be human-evaluated and ranked.

e By Human: expert in Chinese and Lao languages (05 expert).

VLSP 2022-MT We observed that all participant systems outperformed the baselines,
with tasks involving Chinese and Vietnamese attracting particular attention. For Chinese
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Figure 6: Overview of their proposed machine translation framework, which includes Lao-
to-Vietnamese and Vietnamese-to-Lao directions.

Table 2: The summary of methodology for MT shared-task Chinese-Vietnamese

No Teams Methodology

1 VBD-MT Pre-trained model mBART, using sampling method
for backtranslation, applying ensembling and postpro-
cessing to improve the translation quality.

2 SDS Pre-trained language model mBART for the machine
translation task, proposing data selection and data
synthesis techniques from the monolingual corpus.

3 S-NLP No technical report

4 VC-datamining | Using transformer model and integrating: data filter-
ing, checkpoint averaging, data augmentation, ensem-
ble.

) JNLP Using Phrase Transformer for incorporating the

phrase dependencies information into the Self-
Attention mechanism.

language, which is a language notoriously difficult to process, the better systems largely
beat the basic methods featured in the baselines. For Vietnamese language, participant
scores vary a lot as well; differently than on Chinese, submitted runs hardly provided higher
quality than baselines; in particular, on Vietnamese-to-Chinese direction, none was able to
improve the baseline translation: despite a deep analysis, we were unable to find a plausible
explanation for this surprising outcome.

The Table 2 shows the methodology for the teams in VLSP 2022 MT shared-task Chinese-
Vietnamese. In the Vietnamese-Chinese translation task, the VBD-MT team applied the
pretrained models mBART25 [20] and mBART50 [12], with experimental results on the test
set indicating that mBART25 achieves higher performance. The performance of the mBART
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model has been presented in the study by Tang et al. (2020) [12]. In the report of the SDS
team, the mBART50 model is used as the pretrained model for training on the bilingual
dataset. The comparison of translation performance between the two teams is shown in
Table 3, with the results indicating that the SDS team achieved better performance in this
task.

Table 3: Vietnamese to Chinese machine translation task (Automatic evaluation results)

No Team Name BLEU SacreBLEU
1 S-NLP 26.62 26.65
2 SDS 21.87 21.85
3 JNLP 21.70 21.76
4 VBD-MT 17.95 18.02
5 VC-datamining 17.10 17.15

In Table 3, the Chinese-Vietnamese translation direction, the top three teams significantly
outperformed the remaining two teams. Although the S-NLP team, ranked third, scored
much lower in BLEU compared to the top two teams, they achieved a substantially higher
score in ScareBLEU.

For the Vietnamese-Chinese translation direction, the S-NLP team performed excep-
tionally well, surpassing the second-ranked team by nearly 5 points in both BLEU and
ScareBLEU scores.

VLSP 2023-MT

The teams engaged in the Vietnamese-Lao machine translation task with the aim of
enhancing the quality of translation models for this language pair. The methods implemented
by the teams significantly outperformed baseline models on the test dataset, especially under
human evaluation. The summary of methodology machine translation in VLSP 2023 for Lao-
Vietnamese language pair given by in the Table 4.

In Table 5 with the Lao-Vietnamese translation direction, three teams achieved signifi-
cantly higher scores compared to the others. Notably, the human evaluation scores for these
teams were exceptionally high, playing a decisive role in determining their rankings.

In Table 6 the Viet-Lao translation direction, two teams achieved outstanding results
compared to the others, both scoring more than 50 points. Notably, the MTA_AI team
achieved a score of 61. In the final results, the human evaluation scores were decisive in
determining the rankings. Although the MTA_AI team had a lower ScareBLEU score, their
human evaluation score was exceptional.

6. HUMAN EVALUATION

To accurately and comprehensively evaluate the quality of the translation model, we
decided to leverage the expertise and experience of specialists in the field of linguistics. The
evaluation process began by obtaining sentence translations from various models and then
submitting these translations to experts for review and scoring. This process went beyond
merely comparing results with standard translations; it required experts to analyze and assess
based on multiple factors such as semantic accuracy, syntax, context, and naturalness of the
translated language. With their deep understanding of language and grammar, the experts
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Table 4: The summary of methodology for MT shared-task Lao-Vietnamese

No

Teams

Methodology

1

BGSV Al

Using pre-trained model T5 and Sentence Piece to cre-
ate a distinct vocabulary set adapted the T5 to train
it from scratch for the machine translation task.

TESTLAV100

Using OpenNMT and Sentencepiece to tokenizer, ap-
ply backtranslation and model weight averaging to op-
timize performance.

FAIZ AIO

Using Transformer wmt en-de big model for Viet-
namese to Lao machine translation.

BLUESKY

Pre-trained mBART model based on monolingual
Vietnamese and Lao for MT task.

MTA Al

Using pre-trained models T5, m2m100, and effective
backtranslation methods to address the limitations of
the Vietnamese-Lao bilingual data. Using M2M-100
418M model and mt5-small for finetuning system.

HUMBLE BEES

No technical report.

TTS66

Using transformer models, experiment with recurrent
neural networks (RNN), optimizing hyper-parameters,
and tagged backtranslation.

Table 5: Lao to Vietnamese machine translation task (Automatic evaluation results)

No Team Name SacreBLEU | Human | FinalScore
1 BGSV Al 32.56 27.51 27.51

2 TESTLAV100 9.92 12.05 12.05

3 FAIZ AIO 42.19 47.83 47.83

4 BLUESKY 49.67 54.28 54.28

5 HUMBLE BEES 28.45 26.94 26.94

6 TTS66 17.92 33.73 33.73

7 MTA AI 26.03 51.03 51.03

Table 6: Vietnamese to Lao machine translation task (Automatic evaluation results)

No Team Name SacreBLEU | Human | FinalScore
1 BGSV Al 29.21 31.56 31.56
2 TESTLAV100 28.09 20.41 20.41
3 FAIZ_AIO 38.04 46.51 46.51
4 BLUESKY 43.08 51.37 51.37
5 MTA_AI 41.88 61.31 61.31

297

provided feedback and evaluations that closely reflect everyday language use. Employing
human evaluation in this manner offers us a proactive and insightful perspective on the
model’s actual performance, ensuring that the final results are not only technically accurate
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but also appropriate and easily understandable for users.

VLSP 2022- MT Chinese-Vietnamese: The human evaluation process was carried out on
the translations generated by the models. These tasks included translating Vietnamese into
Chinese (Vi-Zh) and Chinese to Vietnamese (Zh-Vi). During this evaluation, translations
produced by the models were reviewed and assessed by linguistic experts with extensive skills
and knowledge in both languages involved. The objective was to determine the quality,
accuracy, and naturalness of the translations to evaluate the performance of the machine
translation models.

VLSP 2023-MT Lao-Vietnamese: Human evaluation was carried out on primary runs
submitted by participants to two of the MT tasks, namely the MT Vietnamese-Lao (Vi-Lo)
task and MT Lao -Vietnamese (Lo-Vi) task.

From the point of view of the evaluation campaign, our goal is to adopt a human evalu-
ation framework able to maximize the benefit for the research community, both in terms of
information about MT systems and data and resources to be reused. With respect to other
types of human assessment, such as judgments of translation quality (i.e. adequacy/fluency
and ranking tasks), the post-editing task has the double advantage of producing (i) a set of
edits pointing to specific translation errors, and (ii) a set of additional reference translations.
Both these byproducts are very useful for MT system development and evaluation. The
human evaluation dataset and the collected post-edits are described in next Section whereas
the results of the evaluation are presented in result table.

FEvaluation Dataset

The human evaluation datasets each consist of approximately 1,000 sentences, drawn
from subsets of the private test sets for each translation task. Specifically, we selected 1,000
sentences for the Zh-Vi and Vi-Zh datasets, and another 1,000 sentences for the Lo-Vi and
Vi-Lo datasets. This approach, which involves selecting a consecutive block of sentences for
each dataset, was guided by the need to realistically simulate a caption post-editing task.

We received five submissions for each of the Zh-Vi, Vi-Zh, Vi-Lo, and Lo-Vi tasks. For
each task, the output from the five systems was given to five professional translators for
post-editing on the human evaluation set.

To cope with translators’ variability, an equal number of outputs from each MT system
was assigned randomly to each translator. The resulting evaluation data for each task consist
of the new reference translations for each of the sentences in the human evaluation set. Each
one of these references represents the targeted translation of the system output from which
it was derived, and remaining additional translations are available as well for the evaluation
of each MT system.

Human evaluation results

The outcomes of the two previous rounds of human evaluation through post-editing
demonstrated that human evaluation error computed against all the references produced by
all post-editors allow a more reliable and consistent evaluation of MT systems with respect
to human evaluation error calculated against the targeted reference only. In light of these
findings, also this year systems were officially ranked according to human evaluation error
calculated on all the collected postedits. In Figure 7 shows the example evaluation by human
for Lao - Vietnamese machine translation task (evaluation with the expert in Lao language).

In VLSP 2022, the official results and rankings are presented in bold in Tables 7 and 8,
which also present human evaluation error scores calculated on the targeted reference only
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Figure 7: An example evaluation by human for Lao - Vietnamese machine translation task

Table 7: Human evaluation results for Chinese-Vietnamese MT. Scores are given in percent-

age (%)

Task Rank Team Name Result
1 SDS 74.73
VBD-MT 71.42
S-NLP 68.74
JNLP 65.29
VC-Datamining | 64.40
S-NLP 73.58
VBD-MT 69.19
VC-Datamining | 67.80
SDS 67.68
JNLP 67.08

Zh — Vi

Vi — Zh

|||~ o ] w| o

and results, both on the human evaluation error set and on the full test set, calculated
against the official reference translation used for automatic evaluation (see Section 4). Due
to various reasons, the S-NLP team could not complete the technical report, so we have
removed the S-NLP team from the final standings. As you can see in Table 7, For the Vi —
Zh task, the top-ranked system (VBD-MT) is significantly better than all the other systems,
while VC-Datamining, SDS and JNLP are not different from each other. On the other hand,
For the Zh — Vi task, SDS achieve the highest score, followed by VBDMT, JNLP, and VC-
Datamining. Finally, we calculate the average score of both tasks to choose the champion
team. The “Final Score” column of Table 8 shows that the winning team is SDS, second is
VBD-MT, third is JNLP, and fourth is VC-Datamining. However, there is no system that
is significantly better than all other systems; the three top-ranking systems (SDS, VBD-
MT, JNLP) are significantly better than the bottom-ranking systems (VC-datamining). To
conclude, the post-editing task introduced for manual evaluation brought benefit to the VLSP
community, and in general to the MT field. Indeed, producing post-edited versions of the
participating systems’ outputs allowed us to carry out a quite informative evaluation which
minimizes the variability of post-editors, who naturally tend to diverge from the post-editing
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Table 8: Final ranking results for Chinese-Vietnamese MT. Scores are given in percent-

age (%).

Rank Team Name Zh — Vi | Vi — Zh | Final Score
1 SDS 74.73 67.68 71.27
2 VBD-MT 71.42 69.19 70.30
3 JNLP 65.29 67.08 66.18
4 VC-Datamining 64.40 67.80 65.60

guidelines and personalize their translations. Furthermore, a number of additional reference
translations are made available to the community for further development and evaluation of
MT systems.

In VLSP 2023: Official results and rankings are presented in bold in Tables 9, which
also present human evaluation error scores calculated on the targeted reference only and
results, both on the human evaluation error set and on the full test set, calculated against
the official reference translation used for automatic evaluation. Due to various reasons, the
S-NLP team could not complete the technical report, so we have removed the S-NLP team
from the final standings. As you can see in Table 9, for the Vi — Lo task, the top-ranked
system (MTA_AT ) is significantly better than all the other systems (Bluesky, Faiz_ AIO and
BGSV_AI). On the other hand, for the Lo — Vi task, Bluesky achieve the highest score,
followed by MTA_AI, Faiz_AIO and BGSV_AI. Finally, we calculate the average score of

Table 9: Final ranking results for Lao«»Vietnamese MT. Scores are given in percentage (%)

Rank | Team Name | Lo-Vi | Vi-Lo Description
1 Bluesky 54.28 | 51.37 | SacreBLEU highest
MTA_AI 51.03 | 61.31
5 Faiz_AIO 47.83 46.51 | No technical report

BGSV_AI 27.51 31.56

TTS66 33.73 | N/A
3 Humble Bees | 26.94 N/A
TeslaV100 12.05 20.41

both tasks to choose the champion team. The “Final Score” column of Table 9 shows that
the winning team is Bluesky, second is MTA_AI, third is BGSV_AI).

7. TRANSLATION ERROR ANALYSIS

The evaluation of Vietnamese-Chinese and Vietnamese-Lao machine translation results
reveals the systems’ impressive performance. Nonetheless, certain limitations persist in both
cases, requiring targeted improvements to enhance overall translation quality.

Figure 8 highlights issues such as incorrect name translations, missing key information,
and inappropriate word choices, underscoring areas for refinement in the Vietnamese-Chinese
translation system. Addressing these challenges offers significant opportunities for enhancing
translation accuracy and fluency.
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Data Sample
Input (zh) Jir BRI 7 TR M) S0 v R BT 5V EITHIMEERWZERE &R, ¥

5 EEMEETTRKSIH -

Translated (vi) 3 N .
Nguyén nhén 1a do Australia quyét dinh hiy hgp dong mua tau ngam hat nhéan tri

gié 4 ty USD cho Phép, chuyén sang trién khai dy 4n chung v6i My va Anh.

Post-processed (vi) . N N
Nguyén nhén la do Australia quyét dinh hily hgp dong mua tau ngam hat nhén tri

gid 40 ty USD cho Phap, chuyén sang trién khai dy 4n chung v6i My va Anh.

Input (zh) HAl, SEEMEGEAR R Bl AR RN B AN RE B 2 i
HIPD -

Translated (vi) R < p
Hién ca My va EU déu trong dgi mot thda thuén giai quyét tranh chap thuong
mai thép va nhom trude ngay 1/1/2021.

Post-processed (vi) R . )
Hién ca My va EU déu tréng dgi mot thda thuén giai quyet tranh chap thuong
mai thép va nhoém trude ngay 1/12/2021.

Figure 8: Common errors of models in Vietnamese-Chinese translation

Similarly, Figure 9 shows that while the Vietnamese-Lao translation system has achieved
promising results, it still faces challenges. Proper handling of names and locations re-
mains difficult, requiring further advancements to improve accuracy. Sentences with foreign-
language words reduce translation effectiveness, revealing system inflexibility. The models
also struggle with dates and mathematical expressions, showing the need for more reliable
handling of such cases.

8. CONCLUSIONS

In this paper, we presented the organization and outcomes of the VLSP MT Evaluation
Campaign. The VLSP MT evaluation provides a venue where core technologies for spoken
language translation can be evaluated on many different languages and compared not only
across research teams but also overtime.

e In VLSP 2022, the evaluation was attended by 5 groups: Samsung SDS R&D Center,
Vin BigData, Japan Advanced Institute of Science and Technology, Hanoi University
of Science and Technology, and VCCorp.

e In VLSP 2023, the evaluation was attended by 7 groups: UET-VNU, MTA, Viettel,
Bosch Global Software Technologies Vietnam, HUST, Fulbright University Vietnam,
US-VNUHCM. To honor the local organizer, we added among the offered translation
directions also Vietnamese-Chinese and Vietnamese-Lao, which finally attracted sev-
eral participants.

Finally, professional translators conducted a manual evaluation to assess post-editing
needs for machine-generated translations. In future work, we plan to extend the task using
pre-trained and Vietnamese large language models to support additional languages, including
Chinese, Lao, and Khmer.
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Data Sample
Input umugmll::)w]a 3 mfn’asJuLJ, as Laura  Trice &t wi
(lo) adwlansonuw=a)zs) 2 W) & laquo; gesuld &
laquo; - _lgnfu?ﬁnm:wwaejuiwlﬁnl%]l] wun=Sanwiuia
wa:lviwlanausugsuulaoiw e wudladui. 9dnEn.
dlupaazuww $153n ua: »eudy Ha)Hluarduiivl) ua: g9).
Target Trong bai néi dai 3 phit , Tién si Laura Trice trinh bay suy nghi vé stic
(vi) manh clia 2 tiéng &quot; cdm on &quot; — lam sdu sdc thém tinh ban
be , thit chiit tinh than , va dé chic chin ring ngudi khéc biét ho ¢6 ¥
nghia nhu thé nao véi ban . Hay thit .
Trong cac bang diem, Harvick va Johnson duy tri ¢ vi tri tht nhat va
tht hai.
Our Trong bai néi dai 3 phiit, Tién si Laura Trice trinh bay mot y tudng ve
model’s | sitc manh ctia 2 tiéng &quot; cAm on &quot; — lam sdu sic thém tinh
output | ban ctia ciac ban, tang cuong tinh ban ctia cic ban.
Trén bang xép hang Harvard Vic va Johnson van én dinh & vi trf thit
nhat va thit hai.
Meaning| In her 3-minute long speech, Dr. Laura Trice offered her thoughts on the
(En- power of 2 hours & laquo; Thank you & laquo; - Deepen your friendships,
glish) increase friendships, and make sure others know how much they mean
to you. Cancel it.
In the points standings, Harvick and Johnson remained first and second.
Input Andrea Maisi dd md ti s6 cho Y & phit tht tu vai mot qud try.
(vi)
Thém vao dd, tit cd cic bai dd xe va 16i ra vao sé dugc kiém soit chit
ché dé ngsn chiin cac hanh vi ddng nghi.
Target | usulase 8 [a0amuuhaswulunGHSI8mS .
(10)
yonvINjy . Uswasada uas mji a:fnnoaméninsa
ghauvRavmivha)is.
Our Andrea Maisi [AWagamiulti8mdwmii 4 ddgmunaas) .
model’s
output
yenaniiu, Usuasaaauasun]ia UTJmu"oa:ﬁnaauqus’JméupmﬁsUeJﬁuﬁoaﬁuﬁmmﬁﬂa.
Meaning| Andrea Maisi opened the scoring for Italy in the fourth minute with a
(En- try.
glish)

In addition, all parking lots and entrances will be strictly controlled to
prevent suspicious behavior.

Figure 9: Common errors of models in Vietnamese-Laos translation
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